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We suppose that $K$ is a countable index set and that $\lambda = (\lambda_k | k \in K)$ is a sequence of distinct complex numbers such that $E(A) = \{e^{ik\lambda} | \lambda_k \in A\}$ forms a Riesz (strong) basis for $L^2[a, b]$, $a < b$. Let $\Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_m\}$ consist of $m$ complex numbers not in $A$. Then, with $p(\lambda) = \prod_{k=1}^{m} (\lambda_k - \sigma_k)$, $E(\Sigma \cup A) = \{e^{ik\lambda_k} \cup e^{ik\lambda} / p(\lambda_k) | k \in K\}$ forms a Riesz (strong) basis for the Sobolev space $H^m[a, b]$. If we take $\sigma_1, \sigma_2, \ldots, \sigma_m$ to be complex numbers already in $A$, then, defining $p(\lambda)$ as before, $E(A - \Sigma) = \{p(\lambda_k) e^{ik\lambda} | k \in K, \lambda_k \neq \sigma_j, j = 1, \ldots, m\}$ forms a Riesz (strong) basis for the space $H^{-m}[a, b]$. We also discuss the extension of these results to "generalized exponentials" $t^n e^{ik\lambda}$.

1. Introduction

One of the best known theorems in analysis states that the functions

$$p_k(t) = \frac{1}{\sqrt{b-a}} e^{ik(2\pi/(b-a))t}, \quad -\infty < k < \infty,$$

form an orthonormal basis for the space $L^2[a, b]$. Each $f \in L^2[a, b]$ has the unique convergent expansion

$$f(t) = \frac{1}{\sqrt{b-a}} \sum_{k=-\infty}^{\infty} f_k e^{ik(2\pi/(b-a))t},$$

$$f_k = \frac{1}{\sqrt{b-a}} \int_{a}^{b} f(t) e^{-ik(2\pi/(b-a))t} dt,$$
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and we have Parseval’s identity

\[ \|f\|_{L^2[a,b]}^2 = \sum_{k=-\infty}^{\infty} |f_k|^2. \]

A generalization of the concept of an orthonormal basis is that of a Riesz basis. A set of elements \( p_k, k \in K, \) in a Hilbert space \( H \) is a Riesz basis for \( H \) if every \( f \in H \) has a unique expansion, norm convergent in \( L^2[a,b] \),

\[ f = \sum_{k \in K} f_k p_k \quad (1.1) \]

with

\[ d^{-2} \|f\|_H^2 \leq \sum_{k \in K} |f_k|^2 \leq D^2 \|f\|_H^2 \quad (1.2) \]

for positive numbers, \( d, D, \) independent of \( f \). It is easy to show that if \( e_k, k \in K, \) is an orthonormal basis for \( H \), then the map

\[ T: e_k \rightarrow p_k, \quad k \in K. \quad (1.3) \]

extends to a bounded and boundedly invertible operator on \( H \). The elements \( q_k \in H \) defined by

\[ q_k = (T^*)^{-1} e_k \quad (1.4) \]

form a dual, biorthogonal, Riesz basis for \( H \), where “biorthogonal” refers to the relationship

\[ (p_k, q_l)_H = \begin{cases} 1, & k = l, \\ 0, & k \neq l. \end{cases} \quad (1.5) \]

A more general notion is that of a strong basis for \( H \): each \( f \in H \) has a convergent representation (1.1), possibly after suitable grouping of the terms, but (1.2) is replaced by the weaker statement that no \( p_k \) lies in the closed span of \( \{p_l | l \in K, l \neq k\} \). With this assumption the biorthogonal elements \( q_k \) characterized by (1.5) still exist, are unique, and again form a strong basis for \( H \). The identity

\[ f_k = (f, q_k)_H \quad (1.6) \]

holds in the strong as well as the Riesz case and shows expansion (1.1) to be unique in both instances.

The phrase “suitable grouping of the terms” in the preceding paragraph refers to the fact that, in the case of a strong basis, we do not insist that the
entire sequence of partial sums derived from series (1.1) should converge. To explain precisely what we mean we require a certain type of ordering in \( K \). We shall suppose that \( \{ K_m \mid m = 1, 2, 3, \ldots \} \) is a sequence of finite subsets of \( K \) whose union is \( K \) and such that \( K_{m+1} \supset K_m, \ m = 1, 2, 3, \ldots \). We define

\[
S_m = \sum_{k \in K_m} f_k p_k
\]

to be the partial sum of (1.1) over \( K \). For a strong basis it is required that \( \{ K_m \} \), as here described, should exist such that \( S_m (= S_m(f)) \) is norm convergent to \( f \) as \( m \to \infty \) for every \( f \) in the space \( L^2[a, b] \). Essentially the same ideas are presented by Schwartz in Chapter III of [19]. The inequalities in (1.2) show that in the case of a Riesz basis the \( S_m \) converge to \( f \) for every \( \{ K_m \} \) with the above properties.

The study of sequences of exponentials

\[
E(A) = \{ e^{i\lambda t} \mid \lambda_k \in A \}, \quad A = \{ \lambda_k \mid k \in K \},
\]

which form Riesz, or strong, bases for \( L^2[a, b] \) is now almost classical, going back at least to the 1927 paper of Wiener [22], who later referred to the corresponding series as nonharmonic Fourier series. The subject is further developed in his book (with Paley) [11] and by many subsequent authors, including Ingham [5], Levinson [9], Schwartz [19, 20], Boas [2], Duffin and Eachus [3], Duffin and Schaeffer [4], Riesz and Sz.-Nagy [14], Redheffer [12, 13], Kadec [6], Ullrich [21], and many others too numerous to cite completely. The "standard" result, developed over a number of years, is that if

\[
\lambda_k = ik(2\pi/(b-a)) + \alpha + \varepsilon_k,
\]

where \( \alpha \) is a fixed complex number and the \( \varepsilon_k \) are arbitrary complex numbers such that

\[
\sup_{-\infty < k < \infty} |\varepsilon_k| = M < \infty,
\]

\[
\sup_{-\infty < k < \infty} |\text{Re}(\varepsilon_k)| = \gamma < \frac{1}{4}(2\pi/(b-a))
\]

then \( \{ e^{i\lambda t} \mid -\infty < k < \infty \} \) forms a uniform basis for \( L^2[a, b] \). There are other sufficient conditions. For example, if \( \rho_1, \rho_2, \ldots, \rho_N \) are distinct complex numbers, no two differing by an integer multiple of \( (2\pi/(b-a)) N \), the result remains true for distinct exponents

\[
\lambda_{k,n} = \rho_n + ik(2\pi/(b-a)) N + \varepsilon_{k,n}, \quad -\infty < k < \infty, \quad n = 1, 2, \ldots, N,
\]
provided conditions of the form (1.9), (1.10), with modified restrictions on \( \gamma \), are satisfied by the \( \varepsilon_{k,n} \). (It is known that the \( \frac{1}{4} \) in (1.10) is best possible for (1.8); see [9, p. 48, 6].) The result for (1.11) is stated in [4]. If the groups of exponents \( A_k = \{ \lambda_{k,n} \mid n = 1, 2, \ldots, N \} \) in (1.11) are allowed to cluster together as \( |k| \to \infty \), but the \( \lambda_{k,n} \) remain distinct, a strong basis results, as established by Ullrich in [21]. The theory is very strongly related to the theory of scalar neutral functional equations [15] and has applications to certain problems of controllability and/or observability for certain infinite dimensional systems (see, e.g., [16–18]).

Both Levinson [9] and Schwartz [20] have observed that as one passes from \( L^1[a,b] \) to \( L^\infty[a,b] \), or \( C[a,b] \), the "number" of exponentials needed to span the space increases by at most one. In this paper we present results which are related to that observation, but which are set in the framework of the Sobolev spaces on the interval \([a,b]\). Let us recall that if \( m \) is a positive integer, the Sobolev space \( H^m[a,b] \) consists of complex valued functions \( f \), continuous on \([a,b]\), such that \( f^{(m-1)} \) is absolutely continuous there and its almost-everywhere-defined derivative \( f^{(m)} \) is square integrable on \([a,b]\). The usual inner product and norm are

\[
(f, g)_{H^m[a,b]} = \int_a^b \left( \sum_{k=0}^{m} f^{(k)}(t) \overline{g^{(k)}(t)} \right) dt. \\

\|f\|_{H^m[a,b]} = \left[ (f,f) \right]^{1/2}. 
\]

We will discuss a different, but equivalent, inner product and norm presently. Our main results consist of the following two theorems, which are proved in Sections 2 and 3, respectively. The statements here are restricted to distinct exponents \( \lambda_k \) but the modifications necessary for discussing "generalized exponentials" \( r^n e^{\lambda_k t} \) are discussed in Section 4.

**Theorem 1.** Let \( K \) be a countable index set and let \( A = \{ \lambda_k \mid k \in K \} \) be a sequence of distinct complex numbers such that

\[
E(A) = \{ e^{\lambda_k t} \mid \lambda_k \in A \} 
\]

forms a Riesz (strong) basis for \( L^2[a,b] \). Let

\[
\Sigma = \{ \sigma_1, \sigma_2, \ldots, \sigma_m \}
\]

consist of \( m \) distinct complex numbers not included in \( A \) and let

\[
p(\lambda) = \prod_{k=1}^{m} (\lambda - \sigma_k). 
\]
Then

\[ E(\Sigma \cup A) = \{ e^{\alpha_1 t}, \ldots, e^{\alpha_m t} \} \cup \{ e^{\lambda_k t} / p(\lambda_k) \mid \lambda_k \in A \} \]  

(1.16)

forms a Riesz (strong) basis for \( H^m[a, b] \).

**Theorem 2.** As in Theorem 1, let \( E(A) \) form a Riesz (strong) basis for \( L^2[a, b] \). Let

\[ \Sigma = \{ \sigma_1, \sigma_2, \ldots, \sigma_m \} \]

be a set of \( m \) complex numbers in \( A \), i.e., \( \Sigma \subset A \). Let \( p(\lambda) \) again be defined by (1.15). Then

\[ E(A - \Sigma) = \{ p(\lambda_k) e^{\lambda_k t} \mid \lambda_k \in A - \Sigma \} \]

(1.17)

is a Riesz (strong) basis for \( H^{-m}[a, b] \).

The definition of \( H^{-m}[a, b] \) will be given in Section 3. It is evident that the coefficients \( 1/p(\lambda_k), p(\lambda_k) \) in (1.16), (1.17) can be omitted when strong bases are being discussed and may be replaced by equivalent expressions, such as \( 1/(1 + |\lambda_k|)^m, (1 + |\lambda_k|)^m \) in the Riesz case.

The proofs of Theorems 1 and 2 are carried out in the framework of the theory of ordinary differential equations and require the following elementary lemma, which also provides an alternative inner product and norm for \( H^m[a, b] \) equivalent to (1.12), (1.13).

**Lemma 1.** Let

\[ P(\lambda) = \prod_{k=1}^{m} (\lambda - \mu_k) = \sum_{k=0}^{m} a_k \lambda^{m-k}, \quad a_0 = 1, \]

be a monic polynomial of degree \( m \). Let

\[ P(D) = \sum_{k=0}^{m} a_k D^{m-k}. \]

be the corresponding differential operator \((D = d/dt)\). Let \( \mathcal{P} : E^m \oplus L^2[a, b] \to H^m[a, b] \) be defined by

\[ \mathcal{P}(x_1, x_2, \ldots, x_m, x) = y, \quad \begin{pmatrix} x_1 \\ \vdots \\ x_m \end{pmatrix} \in E_m, \quad x \in L^2[a, b], \]  

(1.18)
where $y$ is the unique solution of

$$P(D)y = x, \quad y^{(k-1)}(c) = x_k, \quad k = 1, \ldots, m. \quad (1.19)$$

c being a point in $[a, b]$ independent of $y$. Defining the inner product and norm in $E^m \oplus L^2[a, b]$ by

$$(x_1, \ldots, x_m, \xi) = \sum_{k=1}^m x_k\xi_k + \int_a^b x(t)\xi(t) \, dt, \quad \|x\|_m = \left( \sum_{k=1}^m x_k^2 \right)^{1/2}. \quad (1.20)$$

$\rho^m$ is one to one, onto, bounded, and boundedly invertible.

**Corollary 1.** For each $x, y \in H^m[a, b]$ let

$$(x, y)_m = \sum_{k=0}^{m-1} x^{(k)}(c) y^{(k)}(c) + \int_a^b (P(D)x(t))(P(D)y(t)) \, dt. \quad (1.22)$$

$$\|x\|_m = \| (x, x)_m \|^{1/2}. \quad (1.23)$$

Then $(\cdot, \cdot)_m, \| \cdot \|_m$ constitute an inner product and norm for $H^m[a, b]$ equivalent to (1.12), (1.13).

The proof of Corollary 1, given Lemma 1, is clear.

**Proof of Lemma 1.** The inverse map

$$\varphi^m: y \mapsto (y(c), \ldots, y^{(m-1)}(c), P(D)y)$$

is clearly bounded if we can show that $y(c), \ldots, y^{(m-1)}(c)$ are each bounded by a multiple of the norm of $y$ in $H^m[a, b]$. For any $s \in [a, b]$ and $k = 1, 2, \ldots, m$

$$y^{(k-1)}(c) = y^{(k-1)}(s) + \int_s^c y^{(k)}(t) \, dt.$$

Integrating both sides with respect to $s$ over $[a, b]$ and dividing by $b - a$, we obtain

$$y^{(k-1)}(c) = \frac{1}{b - a} \left[ \int_a^b y^{(k-1)}(s) \, ds + \int_a^c (t - a) y^{(k)}(t) \, dt \right]$$

and from this the desired bound follows immediately.
To bound \( \mathcal{S} \) itself we convert the differential equation \( P(D) y = x \) to first order form

\[
\begin{bmatrix}
    y(t) \\
    y'(t) \\
    \vdots \\
    y^{(m-2)}(t) \\
    y^{(m-1)}(t)
\end{bmatrix}
= \begin{bmatrix}
    0 & 1 & \cdots & 0 & 0 \\
    0 & 0 & \cdots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & 0 & 1 \\
    a_m & a_{m-1} & \cdots & a_2 & a_1
\end{bmatrix}
\begin{bmatrix}
    y(t) \\
    y'(t) \\
    \vdots \\
    y^{(m-2)}(t) \\
    y^{(m-1)}(t)
\end{bmatrix}
+ \begin{bmatrix}
    0 \\
    0 \\
    \vdots \\
    0 \\
    x(t)
\end{bmatrix}
\]

or, with \( \eta = (y, y', \ldots, y^{(m-1)}) \), \( \beta = (0, 0, \ldots, 0, 1) \),

\[
d\eta/dt = A\eta + \beta x. \tag{1.24}
\]

We have \( \eta(c) = (x_1, x_2, \ldots, x_m) \) and the variation of parameters formula for (1.24) gives

\[
\eta(t) = e^{At-c}\eta(c) + \int_c^t e^{A(t-s)}\beta x(s) \, ds.
\]

From this \( y(t), y'(t), \ldots, y^{(m-1)}(t) \) are all continuous and bounded on \([a, b]\) with bounds easily given in terms of \( \|x\|_{L^2[a, b]} \) and \( \|(x_1, x_2, \ldots, x_m)\|_{E^m} \). Then \( P(D) y = x \) gives

\[
y^{(m)}(t) = x(t) - \sum_{k=1}^m a_k y^{(m-k)}(t)
\]

so that \( y^{(m)} \in L^2[a, b] \) and we can bound \( \|y^{(m)}\|_{L^2[a, b]} \) in terms of \( \|x\|_{L^2[a, b]} \), \( \|(x_1, x_2, \ldots, x_m)\|_{E^m} \), using the result obtained earlier for \( y(t), y'(t), \ldots, y^{(m-1)}(t) \). It follows that there is a constant \( K > 0 \) such that

\[
\sum_{k=0}^m \|y^{(k)}\|_{L^2[a, b]}^2 \leq K \left( \|(x_1, x_2, \ldots, x_m)\|_{E^m}^2 + \|x\|_{L^2[a, b]}^2 \right),
\]

and since the left-hand side is \( \|y\|_{H^m[a, b]}^2 \), we have the desired bound. The other properties of \( \mathcal{S} \) follow easily from the usual existence and uniqueness theorems for ordinary differential equations.

2. PROOF OF THEOREM 1

The proof of Theorem 1 is quite straightforward, making use, again, of elementary properties of ordinary differential equations. We do need one property of the \( \lambda_k \) which is not completely elementary. It may be derived from the assumption that the \( e^{\lambda_k t} \) form a basis for \( L^2[a, b] \). Using the fact
that the $\lambda_k$ must be zeros of an entire function $\varphi(\lambda)$ of order 1 (see [8, Theorem 5, p. 419], e.g.) and the fact that the exponent of convergence of the zeros of such a function does not exceed its order, we have

$$\sum_{k \in \mathbb{K}} \left( \frac{1}{1 + |\lambda_k|} \right)^2 < \infty. \quad (2.1)$$

Given this, we proceed, first under the assumption that $E(A)$ is a Riesz basis. Let $p(\lambda)$ be given by (1.15) and let

$$p(D) = \prod_{k=1}^{m} (D - \sigma_k I)$$

be the corresponding differential operator. If $y \in H^m[a, b]$, then

$$p(D)y = x \in L^2[a, b] \quad (2.2)$$

and $x$ has a unique representation

$$x(t) = \sum_{k \in \mathbb{K}} x_k e^{\lambda_k t}, \quad (2.3)$$

convergent in $L^2[a, b]$, with

$$d^{-2} \|x\|^2_{L^2[a, b]} \leq \sum_{k \in \mathbb{K}} |x_k|^2 \leq D^2 \|x\|^2_{L^2[a, b]} \quad (2.4)$$

for some positive constants $d, D$, independent of $x$. Now the differential equation (2.2) has a particular solution $\tilde{y}$, not equal to $y$ in general,

$$\tilde{y}(t) = \sum_{k \in \mathbb{K}} \frac{x_k}{p(\lambda_k)} e^{\lambda_k t}. \quad (2.5)$$

Using (2.1) and (2.4) together with the fact that

$$\frac{1}{p(\lambda_k)} = \mathcal{C} \left( \frac{1}{|\lambda_k|^m} \right), \quad |\lambda_k| \to \infty,$$

it may be verified that

$$\tilde{y}^{(j)}(t) = \sum_{k \in \mathbb{K}} \frac{\lambda_k^j x_k}{p(\lambda_k)} e^{\lambda_k t} \quad (2.6)$$

is uniformly convergent in $L^2[a, b]$ for $j = 0, 1, 2, \ldots, m - 1$. Along with $p(D) \tilde{y} = x \in L^2[a, b]$, this shows (2.5) to be convergent in $H^m[a, b]$. Now

$$y = \tilde{y} + \tilde{y}. \quad (2.7)$$
where \( \tilde{y} \) is the unique solution on \([a, b]\) of the homogeneous equation

\[
p(D) \tilde{y} = 0
\]

satisfying, at a particular point \( c \in [a, b] \),

\[
\tilde{y}^{(j)}(c) = y^{(j)}(c) - \tilde{y}^{(j)}(c) = y^{(j)}(c) - \sum_{k \in K} \frac{\lambda_k^j x_k}{p(\lambda_k)} e^{\lambda_k c}.
\]

Since \( \tilde{y} \) satisfies (2.8) there are unique coefficients \( c_1, c_2, \ldots, c_m \) such that

\[
\tilde{y}(t) = \sum_{k=1}^{m} c_k e^{\sigma_k t}.
\]

Differentiating (2.10) and using (2.9) it may be seen that the \( c_k \) are uniquely determined by the system of equations

\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
\sigma_1 & \sigma_2 & \cdots & \sigma_m \\
\vdots & \vdots & \ddots & \vdots \\
(\sigma_1)^{m-1} & (\sigma_2)^{m-1} & \cdots & (\sigma_m)^{m-1}
\end{pmatrix}
\begin{pmatrix}
e^{\sigma_1 c} c_1 \\
e^{\sigma_2 c} c_2 \\
\vdots \\
e^{\sigma_m c} c_m
\end{pmatrix}
= \begin{pmatrix}
\tilde{y}(c) \\
\tilde{y}'(c) \\
\vdots \\
\tilde{y}^{(m-1)}(c)
\end{pmatrix}
\]

(2.11)

involving the familiar nonsingular Vandermonde matrix. Combining (2.5) and (2.10) we see that \( y(t) \) has the representation

\[
y(t) = \sum_{k=1}^{m} c_k e^{\sigma_k t} + \sum_{k \in K} \frac{x_k}{p(\lambda_k)} e^{\lambda_k t},
\]

(2.12)

convergent in \( H^m[a, b] \). The uniqueness is easily established. If

\[
y(t) = \sum_{k=1}^{m} \gamma_k e^{\sigma_k t} + \sum_{k \in K} \xi_k e^{\lambda_k t},
\]

(2.13)

convergent in \( H^m[a, b] \), then

\[
0 = p(D) \left[ \sum_{k=1}^{m} (c_k - \gamma_k) e^{\sigma_k t} + \sum_{k \in K} \left( \frac{x_k}{p(\lambda_k)} - \xi_k \right) e^{\lambda_k t} \right]
= \sum_{k \in K} (x_k - p(\lambda_k) \xi_k) e^{\lambda_k t},
\]

(2.14)
convergent in $L^2[a, b]$, from which the strong independence of the $e^{it\lambda}$ in
$L^2[a, b]$ gives

$$\xi_k = \frac{x_k}{p(\lambda_k)}, \quad k \in K.$$  

Then (2.12), (2.13) give

$$0 = \sum_{k=1}^{m} (c_k - \gamma_k) e^{it\lambda},$$  

from which it follows that

$$\gamma_k = c_k, \quad k = 1, 2, \ldots, m.$$  

It remains to show that there are positive numbers $d_1, D_1$ such that

$$d_1^{-2} \| y \|^2_{H^m[a, b]} \leq \sum_{k=1}^{m} |c_k|^2 + \sum_{k \in K} |x_k|^2 \leq D_1^2 \| y \|^2_{H^m[a, b]}.$$

(2.15)

From Lemma 1, $\| y \|^2_{H^m[a, b]}$ may be replaced by

$$\| y \|^2_{m} = \sum_{k=1}^{m} |y^k(c)|^2 + \| p(D) y \|^2_{L^2[a, b]}.$$  

Since $p(D) y = x$ with $x$ given by (2.3), (2.4) gives

$$\| p(D) y \|^2_{L^2[a, b]} \leq \gamma^2 \sum_{k \in K} |x_k|^2.$$  

(2.16)

Clearly (2.11) gives

$$\sum_{j=1}^{m} |y^{(j)}(c)|^2 \leq \tilde{G}^2 \sum_{j=1}^{m} |c_j|^2$$  

(2.17)

for some $\tilde{G} > 0$. Since (2.7), (2.9) give

$$\sum_{j=1}^{m} |y^{(j)}(c)|^2 \leq \frac{1}{2} \left( \sum_{j=1}^{m} |\tilde{y}^{(j)}(c)|^2 + \sum_{j=1}^{m} |\hat{y}^{(j)}(c)|^2 \right).$$  

(2.18)

it remains to bound the numbers $\tilde{y}^{(j)}(c)$. Using (2.4) with all but one coeffi-
cient equal to zero and that one coefficient equal to 1, for all $k \in K$.

$$d^{-2} \| e^{it\lambda} \|^2_{L^2[a, b]} \leq 1 \leq D^2 \| e^{it\lambda} \|^2_{L^2[a, b]}.$$

from which it is readily seen that $\text{Re}(\lambda_k)$ is uniformly bounded. Since

$$\{\lambda_k/p(\lambda_k)\}$$  

is square summable for $j = 0, 1, \ldots, m - 1$, the Schwarz inequality, with (2.6), gives

$$|\tilde{y}^{(j)}(c)|^2 = \left| \sum_{k \in K} \frac{\lambda_k x_k}{p(\lambda_k)} e^{\lambda_k c} \right|^2 \leq e^{2|c|\max \left| \text{Re}(\lambda_k) \right|} \sum_{k \in K} \left| \frac{\lambda_k}{p(\lambda_k)} \right|^2 \cdot \sum_{k \in K} |x_k|^2.$$  

(2.19)
Combining (2.16), (2.17), (2.18) and (2.19) there must be a constant \( d_0 > 0 \) such that
\[
\sum_{k=1}^{m} |y^{(k)}(c)|^2 + \| p(D)y \|_{L^2[a,b]}^2 \leq d_0^2 \left( \sum_{k=1}^{m} |c_k|^2 + \sum_{k \in K} |x_k|^2 \right). \tag{2.20}
\]

In the other direction, \( p(D)y = x \) together with (2.3), (2.4) gives, for some \( A > 0 \),
\[
\| p(D)y \|_{L^2[a,b]}^2 \geq A^2 \sum_{k \in K} |x_k|^2. \tag{2.21}
\]

From the nonsingularity of the Vandermonde matrix in (2.11) and (2.7) it follows that
\[
\sum_{k=1}^{m} |c_k|^2 \leq B^2 \left( \sum_{k=0}^{m-1} (|y^{(k)}(c)|^2 + |y^{(k)}(c)|^2) \right).
\]

Using (2.19) again, and then (2.21) twice, we see that
\[
\sum_{k=1}^{m} |c_k|^2 + \sum_{k \in K} |x_k|^2 \\
\leq D_0^2 \left( \sum_{k=0}^{m-1} |y^{(k)}(c)|^2 + \| p(D)y \|_{L^2[a,b]}^2 \right) \tag{2.22}
\]
for some \( D_0 > 0 \). Combining (2.20), (2.22)
\[
d_0^{-2} \left( \sum_{k=0}^{m-1} |y^{(k)}(c)|^2 + \| p(D)y \|_{L^2[a,b]}^2 \right)
\leq \sum_{k=1}^{m} |c_k|^2 + \sum_{k \in K} |x_k|^2 \leq D_0^2 \left( \sum_{k=0}^{m-1} |y^{(k)}(c)|^2 + \| p(D)y \|_{L^2[a,b]}^2 \right).
\]

Using Corollary 1 there must be \( d_1, D_1 \) such that (2.15) is valid and we have shown that \( E(\Sigma \cup A) \) is a uniform basis for \( H^m[a,b] \).

If we insist only on the strong basis property for \( E(A) \) in \( L^2[a,b] \), the strong basis property of \( E(\Sigma \cup A) \) in \( H^m[a,b] \) is obtained with a slight modification of the above argument. Let us suppose that \( K = \bigcup_{i=1}^{\infty} \hat{K}_i \), the \( \hat{K}_i \) being finite subsets of \( K \) (corresponding to \( K_m = \sum_{i=1}^{m} \hat{K}_i \) in Section 1), and that each \( x \in L^2[a,b] \) can be written uniquely as
\[
x = \sum_{l=1}^{\infty} \left( \sum_{k \in \hat{K}_l} x_k e^{A_k t} \right) = \sum_{l=1}^{\infty} \xi_l, \tag{2.23}
\]
convergent in $L^2[a, b]$. For $L = 1, 2, 3, \ldots$ let

$$x_L = \sum_{l=1}^{L} \xi_l. \tag{2.24}$$

Given $y \in H^m[a, b]$, we define $x$ by $p(D)y = x$ and expand $x$ as in (2.23), (2.24). Define

$$\hat{y}_L(t) = \sum_{l=1}^{L} \left( \sum_{k \in K_l} \frac{x_k}{p(\lambda_k)} e^{\lambda_k t} \right).$$

which, being a finite sum, lies in $H^m[a, b]$. Choose

$$\tilde{y}_L(t) = \sum_{k=1}^{m} c_{L,k} e^{\alpha_k t}$$

so that

$$y(t) = \hat{y}_L(t) + \tilde{y}_L(t)$$

satisfies, for all $L$, and $j = 0, 1, \ldots, m - 1$.

$$y^{(j)}_L(t) - y^{(j)}(t). \tag{2.25}$$

Since (2.25) is true for all $L$ and

$$P(D)y_L = \sum_{l=1}^{L} \left( \sum_{k \in K_l} x_k e^{\lambda_k t} \right) = \sum_{l=1}^{L} \xi_l$$

converges to $x = P(D)y$ in $L^2[a, b]$, Lemma 1 implies that

$$y_L(t) = \sum_{k=1}^{m} c_{L,k} e^{\alpha_k t} + \sum_{l=1}^{L} \left( \sum_{k \in K_l} \frac{x_k}{p(\lambda_k)} e^{\lambda_k t} \right)$$

converges to $y$ in $H^m[a, b]$. Of course, this does not give us fixed coefficients $c_k$ for the terms involving $e^{\alpha_k t}$, $k = 1, 2, \ldots, m$. For this we need the strong independence of $e^{\alpha_1 t}, \ldots, e^{\alpha_m t}, e^{\lambda_k t}, k \in K$, in $H^m[a, b]$, which we present at the end to maintain the train of thought. Assuming that result for the moment, none of these exponentials lies in the closed subspace spanned by the others and we can find, in particular, functions $q_1, q_2, \ldots, q_m$ in $H^m[a, b]$ such that

$$(e^{\alpha_k t}, q_j)_{H^m[a, b]} = \delta_{jk}, \quad j, k = 1, 2, \ldots, m,$$

$$(e^{\lambda_k t}, q_j)_{H^m[a, b]} = 0, \quad k \in K, \quad j = 1, 2, \ldots, m.$$
Forming the inner product of \( y_L \) with \( q_k \), we see that for \( k = 1, 2, \ldots, m \), as \( L \to \infty \),

\[
c_L,k = (y_L, q_k)_{H^m[a, b]} \to (y, q_k)_{H^m[a, b]} = c_k.
\]

Then

\[
\lim_{L \to \infty} \left\| \sum_{k=1}^{m} c_{L,k} e^{\omega_k t} - \sum_{k=1}^{m} c_k e^{\omega_k t} \right\|_{H^m[a, b]} = 0
\]

and we have

\[
y(t) = \sum_{k=1}^{m} c_k e^{\omega_k t} + \sum_{l=1}^{c_0} \left( \sum_{k \in K_l} \frac{X_k}{p(\lambda_k)} e^{\lambda_k t} \right),
\]

convergent in \( H^m[a, b] \).

Finally, the strong independence result. Assuming that the \( e^{\lambda_k t}, k \in K \), are strongly independent in \( L^2[a, b] \), we select one of these, which we call \( e^{\lambda_1 t} \), and observe that there is a unique element \( r \in L^2[a, b] \) such that

\[
(e^{\lambda_1 t}, r)_{L^2[a,b]} = 1, \quad (e^{\lambda_k t}, r)_{L^2[a,b]} = 0, \quad \lambda_k \in \Lambda, \quad \lambda_k \neq \lambda_1.
\]

Let \( \hat{r}(\lambda) \) be the Fourier transform of \( r \):

\[
\hat{r}(\lambda) = \int_{a}^{b} e^{\lambda t} r(t) \, dt.
\]

Then it is well known [9, 12] that \( \hat{r}(\lambda) \) is an entire function of order 1 such that

\[
\hat{r}(\lambda) = O(e^{aRe(\lambda)}), \quad \text{Re}(\lambda) \to +\infty,
\]

\[
\hat{r}(\lambda) = O(e^{aRe(\lambda)}), \quad \text{Re}(\lambda) \to -\infty,
\]

and \( \hat{r}(\lambda) \) is square integrable on any line parallel to the imaginary axis. From (2.26) we see that \( \hat{r}(\lambda_k) = 0, \lambda_k \neq \lambda_1 \). There are no other zeros of \( \hat{r}(\lambda) \). (If \( \sigma \) were such a zero, \( \hat{r}_\sigma(\lambda) = (\lambda - \lambda_1) \hat{r}(\lambda)/(\lambda - \sigma) \) would be the Fourier transform of the function

\[
r_\sigma(t) = \lim_{\Lambda \to \infty} \frac{1}{2\pi i} \int_{-iA}^{iA} e^{-\Lambda t} \hat{r}_\sigma(\lambda) \, d\lambda
\]

in \( L^2[a, b] \) orthogonal to all of the \( e^{\lambda_k t}, k \in K \), contrary to the assumed completeness of \( E(\Lambda) \). That the support of \( r_\sigma(t) \) is confined to the interval \([a, b]\) follows [9, Chap. IV, p. 58] from the fact that \( \hat{r}_\sigma(\lambda) \) has the same growth bounds as \( \hat{r}(\lambda) \) as \( \text{Re}(\lambda) \to \pm \infty. \)
Thus $\hat{r}(\lambda)$ may be seen to be the Fourier transform of a function $r$ in $L^2[a, b]$ such that

$$(e^{\alpha k}, r)_{L^2[a, b]} \neq 0, \quad k = 1, 2, \ldots, m.$$  

$$(e^{ik\lambda}, r)_{L^2[a, b]} = 0, \quad \lambda_k \in A, \quad \lambda_k \neq \lambda_1.$$  

For $k = 1, 2, \ldots, m$, define

$$p_k(\lambda) = (\lambda - \sigma_1) \cdots (\lambda - \sigma_{k-1})(\lambda - \lambda_1)(\lambda - \sigma_{k+1}) \cdots (\lambda - \sigma_m)$$

and let $p_k(D)$ be the corresponding differential operator. The bounded linear functions $l_k(y)$ defined on $H^m[a, b]$ by

$$l_k(y) = (p_k(D)y, r)_{L^2[a, b]}, \quad k = 1, 2, \ldots, m.$$  

may then be seen to have the property

$$l_k(e^{\alpha l}) = p_k(\sigma_j)(e^{\alpha l}, r) \neq 0, \quad j = k, \quad j, k = 1, 2, \ldots, m.$$  

$$l_k(e^{ik\lambda}) = 0, \quad \lambda_j \subseteq A \quad (\text{including } \lambda = \lambda_1).$$  

With $p(D)$ as defined earlier and

$$l(y) = (p(D)y, r)_{L^2[a, b]},$$  

$l$ is a continuous linear functional on $H$ such that

$$l(e^{\alpha k}) = 0, \quad k = 1, 2, \ldots, m.$$  

$$l(e^{ik\lambda}) = 0, \quad \lambda_j \subseteq A, \quad \lambda_j \neq \lambda_1.$$  

$$l(e^{ik\lambda}) \neq 0.$$  

Since $\lambda_1$ could be any element of $A$, the strong independence of $E(\Sigma \cup A)$ in $H^m[a, b]$ follows and the proof of Theorem 1 is complete.

3. Proof of Theorem 2

We will begin by defining $H^{-m}[a, b]$ for a positive integer, $m$. We can construct a closed subspace of $H^m[a, b]$, which we will call $H_0^m[a, b]$, by setting

$$H_0^m[a, b] = \{ y \in H^m[a, b] \mid y^{(k)}(a) = y^{(k)}(b) = 0, \quad k = 0, 1, \ldots, m - 1 \}.$$  

(3.1)
Since it is a closed subspace, $H^m_0[a, b]$ is a Hilbert space with the norm and inner product of $H^m[a, b]$. We follow a procedure developed in [1, 7, 10], e.g., to define the space $H^{-m}[a, b]$ as the dual of $H^m_0[a, b]$ with respect to $L^2[a, b]$. The space $H^m_0[a, b]$ may be imbedded in $L^2[a, b]$ as a dense subspace relative to $\|y\|_{L^2[a, b]}$—this is a familiar and easily established result. For each $z \in L^2[a, b]$, the linear functional

$$l_z(y) = \langle y, z \rangle_{L^2[a, b]} = \int_a^b y(t) z(t) \, dt$$

is continuous with respect to $\|y\|_{L^2[a, b]}$ as $y$ ranges over $H^m_0[a, b]$. But since $\|y\|_{H^m[a, b]}$ gives a stronger topology than $\|y\|_{L^2[a, b]}$, $l_z(y)$ is also continuous with respect to $\|y\|_{H^m[a, b]}$. Since $H^m_0[a, b]$ is a Hilbert space relative to $(\cdot, \cdot)_{H^m[a, b]}$, there is a unique element $\zeta \in H^m_0[a, b]$ such that for $y \in H^m_0[a, b]$,

$$l_z(y) = \langle y, z \rangle_{L^2[a, b]} = \langle y, \zeta \rangle_{H^m[a, b]} = \sum_{j=0}^{m} \int_a^b y^{(j)}(t) \zeta^{(j)}(t) \, dt.$$  

(3.3)

Since $H^m_0[a, b]$ is dense in $L^2[a, b]$, the linear map

$$\zeta = K(z), \quad K : L^2[a, b] \to H^m_0[a, b],$$

is well defined and one to one. Defining

$$(z_1, z_2)_{H^{-m}[a, b]} = (K(z_1), K(z_2))_{H^m[a, b]},$$

(3.4)

$$\|z\|_{H^{-m}[a, b]} = \left( (z, z)_{H^{-m}[a, b]} \right)^{1/2},$$

(3.5)

we have an inner product and norm on $L^2[a, b]$—which now becomes an inner product space with respect to this new norm. We define $H^{-m}[a, b]$ to be the completion of $L^2[a, b]$ with respect to $\|\cdot\|_{H^{-m}[a, b]}$. Then $H^{-m}[a, b]$ is a Hilbert space having $L^2[a, b]$ as a proper, dense subspace, again relative to $\|\cdot\|_{H^{-m}[a, b]}$. That $L^2[a, b]$ is a proper subspace follows from the fact that $\|\cdot\|_{H^{-m}[a, b]}$ is weaker than $\|\cdot\|_{L^2[a, b]}$ on $L^2[a, b]$. Indeed, given $z \in L^2[a, b]$

$$\|z\|_{L^2[a, b]} = \sup_{y \in H^m_0[a, b]} \frac{|l_z(y)|}{\|y\|_{L^2[a, b]}} = \frac{1}{M} \sup_{y \in H^m_0[a, b]} \frac{|l_z(y)|}{\|y\|_{H^m[a, b]}},$$

(3.6)

where $M$ (which can be shown < 1) is such that

$$\|y\|_{L^2[a, b]} \leq M \|y\|_{H^m[a, b]}, \quad y \in H^m_0[a, b].$$

(3.7)
But \( l_z(y) = \langle y, K(z) \rangle_{H^m[a, b]} \), so

\[
\sup_{y \in H^m[a, b]} \frac{|l_z(y)|}{\|y\|_{H^m[a, b]}} = \sup_{y \in H^m[a, b]} \frac{|\langle y, K(z) \rangle_{H^m[a, b]}|}{\|y\|_{H^m[a, b]}} = \|K(z)\|_{H^m[a, b]} = \|z\|_{H^{-m}[a, b]}
\]

and we have

\[
\|z\|_{L^2[a, b]} \geq \frac{1}{M} \|z\|_{H^{-m}[a, b]}.
\]

We remark that the norm \( \| \|_m \) introduced in Corollary 4 could be used in \( H^m[a, b] \) and \( H^m_0[a, b] \) instead of the usual Sobolev norm. The resulting norm \( \| \|_{-m} \) on \( H^{-m}[a, b] \) is then equivalent to \( \| \|_{H^{-m}[a, b]} \).

Proceeding with the proof of Theorem 2, we note that if \( y \in H^m_0[a, b] \) and \( z \in L^2[a, b] \), the linear functional (3.2) has been seen to be continuous with respect to \( \|y\|_{H^m[a, b]} \) and \( H^{-m}[a, b] \) has been seen to consist of limits of sequences \( \{z_k\} \) in \( L^2[a, b] \) relative to norm (3.5) thus defined for \( z \in L^2[a, b] \). The form (3.2) may then be extended to \( y \in H^m_0[a, b] \), \( z \in H^{-m}[a, b] \) by continuity. For \( y \in H^m_0[a, b] \), \( \|y\|_{H^m[a, b]} \) is equivalent to \( \|p(-D)y\|_{L^2[a, b]} \), where

\[
p(-D) = \prod_{j=1}^{m} (-D - \sigma_j I)
\]

(by Corollary 4 with \( c = a \)). However, the range of \( p(-D)y \), \( y \in H^m_0[a, b] \), is not all \( L^2[a, b] \). If we let

\[
p(-D)y = w, \quad w \in L^2[a, b],
\]

and use the boundary conditions

\[
y^{(k)}(a) = 0, \quad k = 0, 1, ..., m - 1
\]

together with the variation of parameters formula, we find that for coefficients \( c_j \neq 0 \) (not obvious, but readily shown)

\[
y(t) = \int_a^t \left( \sum_{j=1}^{m} c_j e^{-\sigma_j t} s^1 \right) w(s) \, ds, \quad t \in [a, b].
\]

Differentiating \( m - 1 \) times, evaluating the results, with (3.8) at \( t = b \), where \( y^{(k)}(b) = 0, k = 0, 1, ..., m - 1 \), we see that

\[
\sum_{j=1}^{m} c_j (-\sigma_j)^k e^{-\sigma_j b} \int_a^b e^{\sigma_s} w(s) \, ds = 0, \quad k = 1, 2, ..., m.
\]
Using the fact that the $c_j$ are not zero together with the nonsingularity of the Vandermonde matrix, we conclude that

$$\int_a^b e^{\sigma t}w(s)\,ds = 0, \quad j = 1, 2, \ldots, m, \quad (3.9)$$

whenever $w$ is given by (3.7) for $y \in H_0^m[a, b]$. Let us define

$$H_x[a, b] = \left\{ w \in L^2[a, b] \left| \int_a^b e^{\sigma t}w(s)\,ds = 0, \quad j = 1, 2, \ldots, m \right. \right\}. \quad (3.10)$$

Then, relative to the norm induced from $L^2[a, b]$, $H_x[a, b]$ is the dual space of $H_x[a, b]$, the closed span of the functions $e^{\lambda x}, \lambda \in \Lambda - \Sigma$, i.e., $e^{\lambda x}, \lambda \in \Lambda, \lambda \neq \sigma_j, j = 1, 2, \ldots, m$, which then form a Riesz or strong basis for $H_x[a, b]$ according as $E(\Lambda)$ is a Riesz or strong basis for $L^2[a, b]$.

Since $p(-D)$ maps $H_0^m[a, b]$ in a one-to-one fashion onto $H_x[a, b]$ with $p(-D)y = w$ having norm in $H_x[a, b]$ equivalent to $\| y \|_{H_m[a, b]}$, we conclude that, given $z \in H^{-m}[a, b]$, there exists a unique $\zeta \in H_x[a, b]$ such that

$$l_x(y) = \langle y, z \rangle = \langle p(-D)y, \zeta \rangle, \quad (3.11)$$

where the form $\langle \cdot, \cdot \rangle_X$ is simply the restriction of (3.2) to $y \in H_x[a, b], z \in H_x[a, b]$.

Now the map $\mathcal{P}: H_x[a, b] \to H^{-m}[a, b]$ defined by $\mathcal{P}(\zeta) = z$ is the (Banach space) conjugate or dual to $p(-D): H_0^m[a, b] \to H_x[a, b]$. Since the latter is bounded and boundedly invertible, so is $\mathcal{P}$, using a familiar theorem from functional analysis. Now suppose, defining $p(\lambda)$ as in (1.15), we let

$$z = p(\lambda_0) e^{\lambda_0t} = p(D) e^{\lambda_0t}, \quad (3.12)$$

for $\lambda_0 \in \Lambda - \Sigma$. Then $z \in L^2[a, b] \subseteq H^{-m}[a, b]$ and, using the boundary conditions satisfied by $y \in H_0^m[a, b]$, integration by parts yields

$$\langle y, p(\lambda_0) e^{\lambda_0t} \rangle_{L^2[a, b]} = \langle y, p(D) e^{\lambda_0t} \rangle_{L^2[a, b]}$$
$$= \langle p(-D)y, e^{\lambda_0t} \rangle_{L^2[a, b]} = \langle p(-D)y, e^{\lambda_0t} \rangle_{\Sigma}.$$

Comparison with (3.11) shows that when (3.12) is true, we must have $\zeta(t) = e^{\lambda_0t}$. Thus

$$\mathcal{P}: e^{\lambda_0t} \mapsto p(\lambda_0) e^{\lambda_0t}, \quad \lambda_0 \in \Lambda - \Sigma.$$

Since $\mathcal{P}$ is bounded and boundedly invertible, the functions $p(\lambda_0) e^{\lambda_0t}, \lambda_0 \in \Lambda - \Sigma$, form the same sort of basis for $H^{-m}[a, b]$ as the $e^{\lambda_0t}$ do for $H_x[a, b]$. It follows that the $p(\lambda_0) e^{\lambda_0t}, \lambda_0 \in \Lambda - \Sigma$ form a Riesz (strong)
basis for $H^{-m}[a, b]$ if the $e^{\lambda t}$, $\lambda \in \Lambda$ form a Riesz (strong) basis for $L^2[a, b]$. This completes the proof of Theorem 2.

Using differentiation in the sense permitted by the theory of distributions, the map $\dot{\mathcal{H}}: H_\Sigma[a, b] \rightarrow H^{-m}[a, b]$ may be identified with $p(D)$. If $\mathcal{H}$ is extended from $H_\Sigma[a, b]$ to $L^2[a, b]$ by defining $\mathcal{H}(e^{\lambda t}) = 0$, $j = 1, 2, \ldots, m$, this again agrees with $p(D)$. This observation permits one to compute expansion coefficients, relative to $H^{-m}[a, b]$, for an element $z \in H^{-m}[a, b]$, by representing $z$ as

$$z = p(D) \zeta, \quad \zeta \in L^2[a, b].$$

For if

$$\zeta = \sum_{\lambda_k \in \Lambda} c_k e^{\lambda_k t},$$

then

$$z = p(D) \zeta = \sum_{\lambda_k \in \Lambda - \Sigma} \zeta_k p(\lambda_k) e^{\lambda_k t}$$

in $H^{-m}[a, b]$. Consider, in particular, one of the exponentials $e^{\lambda t}$, $l = 1, 2, \ldots, m$, missing from $E(\Lambda - \Sigma)$. Suppose in $L^2[a, b]$ we have

$$t e^{\lambda t} = \sum_{\lambda_k \in \Lambda} c_k e^{\lambda_k t} = \sum_{j=1}^m \zeta_j e^{\lambda_{j+1} t} + \sum_{\lambda_k \in \Lambda - \Sigma} \zeta_k e^{\lambda_k t}.$$

Then

$$e^{\lambda t} = p(D)(t e^{\lambda t}) = \sum_{\lambda_k \in \Lambda - \Sigma} \zeta_k p(\lambda_k) e^{\lambda_k t}.$$

For example, the functions $e^{2\pi i k t}$, $-\infty < k < \infty$, form an orthonormal basis for $L^2[0, 1]$. Deleting $k = 0$, and taking $p(\lambda) = \lambda - 0 = \lambda$, we see that the functions $2\pi i k e^{2\pi i k t}$, $k \neq 0$, form a uniform basis for $H^{-1}[0, 1]$. Since in $L^2[0, 1]$}

$$t = \sum_{k = \infty}^{\infty} \zeta_k e^{2\pi i k t},$$

$$\zeta_k = \int_0^1 te^{-2\pi i k y} dt = \frac{1}{2\pi i k}, \quad k = 0,$$

$$-\frac{1}{2\pi i k}, \quad k = \pm 1, \pm 2, \ldots,$$
we conclude that

\[ 1 = Dt(-p(D)(t)) = \sum_{k=1}^{m} D \left( \frac{-1}{2\pi ik} e^{2\pi ik} + \frac{1}{2\pi ik} e^{-2\pi ik} \right) \]

\[ = -\sum_{k=1}^{m} (e^{2\pi ik} + e^{-2\pi ik}) \]

\[ = -2 \sum_{k=1}^{m} \cos 2k\pi t, \]

convergent in the topology of \( H^{-1}[0, 1] \). This agrees with the result which one obtains with a variety of summation procedures.

4. Modifications for Generalized Exponentials

We have restricted our arguments in Sections 2 and 3 to the case where the complex numbers \( \sigma_1, \sigma_2, \ldots, \sigma_m, \lambda_k, k \in K \) (Theorem 1), or \( \lambda_k, k \in K \) (Theorem 2), are distinct. To have done otherwise would have substantially lengthened our presentation and obscured the simplicity of the proofs. Nevertheless, important instances do arise wherein one must consider generalized exponential bases. We begin this section with a brief discussion of the modifications necessary to treat this case.

Again we let \( K \) be a countable index set. We suppose that \( \mathcal{N} = \{ \lambda_k | k \in K \} \) is a set of distinct complex numbers and we let \( \mathcal{N} = \{ n_k | k \in K \} \) be a set of positive integers. We will assume that there is a positive integer \( v \) such that

\[ v_k < v, \ k \in K. \]

This is satisfied in practically every case of interest. We suppose then that

\[ \mathcal{E}(A, \mathcal{N}) = \{(t^{|j|!} e^{-\lambda k} | k \in K, j = 0, 1, \ldots, v_k - 1 \} \] (4.1)

forms a Riesz (or strong) basis for \( L^2[a, b] \). In modifying Theorem 1 we select \( r \) distinct complex numbers \( \sigma_1, \sigma_2, \ldots, \sigma_r \), which may, or may not, already be members of \( A \), and \( r \) positive integers \( \mu_1, \mu_2, \ldots, \mu_r \) such that \( \sum_{j=1}^{r} \mu_j = m \). If \( \sigma_j \notin A \), we propose to adjoin the functions

\[ (t^{|l|!} e^{-\lambda k}, \ l = 0, 1, \ldots, \mu_j - 1, \] (4.2)

to \( \mathcal{E}(A, \mathcal{N}) \). If \( \sigma_j = \lambda_k \in A \) and the multiplicity associated with \( \lambda_k \) is \( v_k \), then we propose to adjoin

\[ (t^{|v_k|!}/(v_k + l)!) e^{-\lambda k}, \ l = 0, 1, \ldots, \mu_j - 1. \] (4.3)

The main modification involves replacement of the formula (2.6). All we

need do, clearly, is to obtain appropriate particular solutions, for an
arbitrary positive integer \( q \), of

\[
p(D) \hat{\hat{y}}_{k,q}(t) = \left( t^{q-1}/(q-1)! \right) e^{\lambda t}. \tag{4.4}
\]

Forming the Laplace transform we have

\[
p(\lambda) \mathcal{L}(\hat{\hat{y}}_{k,q}, \lambda) + r_k(\lambda) = \frac{1}{(\lambda - \lambda_k)^q}. \tag{4.5}
\]

where \( r_k(\lambda) \) is a polynomial in \( \lambda \) of degree \( \leq m - 1 \) whose coefficients can be
selected at will be appropriate choice of the initial conditions on \( \hat{\hat{y}}_{k,q} \). When
\( \lambda_k \not\in \Sigma \) we try a solution of (4.5) of the form

\[
\mathcal{L}(\hat{\hat{y}}_{k,q}, \lambda) = \sum_{j=1}^{q} \frac{\alpha_j}{(\lambda - \lambda_k)^j}. \tag{4.6}
\]

Expanding \( p(\lambda) \) about \( \lambda = \lambda_k \), (4.5) becomes

\[
\left( \sum_{l=0}^{m} \frac{p^{(l)}(\lambda_k)}{l!} (\lambda - \lambda_k)^l \right) \left( \sum_{j=1}^{q} \frac{\alpha_j}{(\lambda - \lambda_k)^j} \right) + r_k(\lambda) = \frac{1}{(\lambda - \lambda_k)^q}.
\]

Multiplying both sides by \((\lambda - \lambda_k)^q\) we have

\[
\left( \sum_{l=0}^{m} \frac{p^{(l)}(\lambda_k)}{l!} (\lambda - \lambda_k)^l \right) \times \left( \sum_{j=1}^{q} \alpha_j (\lambda - \lambda_k)^{q-j} \right) + (\lambda - \lambda_k)^q r_k(\lambda) = 1. \tag{4.7}
\]

Taking the \( \alpha_j \) to be the appropriate coefficients in the Taylor expansion of
\( 1/p(\lambda) \) about \( \lambda = \lambda_k \), i.e.,

\[
\alpha_j = \frac{1}{(q-j)! \ (d\lambda)^{q-j}} \left( \frac{1}{p(\lambda)} \right) \bigg|_{\lambda=\lambda_k}, \quad j = 1, 2, \ldots, q. \tag{4.8}
\]

(4.7) assumes the form

\[
(\lambda - \lambda_k)^q (\rho_k(\lambda) - r_k(\lambda)) = 0
\]

where \( \rho_k(\lambda) \) is a polynomial in \( \lambda \) of degree \( \leq m - 1 \). The appropriate choice of \( r_k(\lambda) \) reduces this to an identity. Taking the inverse transform of (4.6), we have

\[
\hat{\hat{y}}_{k,q}(t) = \sum_{j=1}^{q} \left( \frac{1}{(q-j)! \ (d\lambda)^{q-j}} \left( \frac{1}{p(\lambda)} \right) \bigg|_{\lambda=\lambda_k} \right) \left( \frac{t^{j-1}}{(j-1)!} \right) e^{\lambda t}. \tag{4.9}
\]
When we carry this out for \( q = 1, 2, \ldots, v_k \) we obtain, for

\[
p(D) \hat{y}_k(t) = \sum_{q=1}^{v_k} \beta_q \frac{t^{q-1}}{(q-1)!} e^{\lambda_k t},
\]

the particular solution

\[
\hat{y}_k(t) = \sum_{p=1}^{v_k} \alpha_p \frac{t^{p-1}}{(p-1)!} e^{\lambda_k t},
\]

where the \( \alpha_p, \beta_q \) are related by

\[
\begin{pmatrix}
\alpha_1 \\
\alpha_2 \\
\vdots \\
\alpha_{v_k-1} \\
\alpha_{v_k}
\end{pmatrix}
\begin{pmatrix}
\frac{1}{p(\lambda_k)} \\
\frac{1}{p(\lambda_k)} \\
\vdots \\
\frac{1}{p(\lambda_k)} \\
\frac{1}{p(\lambda_k)}
\end{pmatrix}
\begin{pmatrix}
\beta_1 \\
\beta_2 \\
\vdots \\
\beta_{v_k-1} \\
\beta_{v_k}
\end{pmatrix}.
\]

In (4.11) the element in the \( p \)th row and \( q \)th column of the matrix region designated "*" is

\[
\frac{1}{p - q} \frac{d^{p-q}}{(d\lambda)^{p-q}} \left( \frac{1}{p(\lambda)} \right)_{\lambda = \lambda_k}.
\]

Since \( 1/p(\lambda_k) = O(1/|\lambda_k|^m) \) as \( |\lambda_k| \to \infty \) while all the expressions (4.12) are uniformly \( O(1/|\lambda_k|^{m+1}) \) as \( |\lambda_k| \to \infty \) we have

\[
\alpha_p - \frac{1}{p(\lambda_k)} \beta_p + O \left( \frac{1}{|\lambda_k|^{m+1}} \right) \left( \sum_{q=1}^{v_k} |\beta_q| \right), \quad |\lambda_k| \to \infty.
\]

When \( \lambda_k \in \Sigma \), i.e., is one of the \( \sigma_j \), which can occur for only finitely many \( \lambda_k \), a similar computation shows that the solution of (4.4) takes the form

\[
\hat{y}_k(t) = \sum_{p=1}^{v_k} \alpha_p \frac{t^{\mu_j + p-1}}{(\mu_j + p - 1)!} e^{\sigma_j t},
\]
an expression which incorporates the last \(v_k\) terms in (4.3). The first \(\mu_j\) terms then come from the solutions
\[
\frac{t^{l-1}}{(l-1)!} e^{p_1 t}, \quad l = 1, 2, \ldots, \mu_j,
\]
of the homogeneous equation, the coefficients being determined in much the same way as the coefficients of \(e^{p_1 t}\) were obtained in the proof of Theorem 1.

The rest of the proof of Theorem 1 is largely unchanged. The estimate (4.13) shows that in passing from \(L^2[0, a]\) to \(H^m[a, b]\) the basis element \((t/l!\lambda_k)^{e^{p_1 t}}\) may be replaced by \(1/p(\lambda_k)\) times that same element (for all but finitely many \(\lambda_k\)) to obtain, along with the adjoined elements indicated in (4.2) and (4.3), a basis for \(H^m[a, b]\) of the same character (Riesz or strong). Thus the result for generalized exponentials is essentially the same as that for the case already discussed.

The modifications in Theorem 2 are of much the same variety. We must, of course, assume, since \(\sigma_j = \lambda_k\), that \(\mu_j \leq v_k\). From \((t/l!) e^{p_1 t}, l = 0, \ldots, v_k - 1\), we then delete \((t/l!) e^{p_1 t}, l = v_k - \mu_j, \ldots, v_k - 1\). The factor \(p(\lambda_k)\) again comes into play in much the same way as in Section 3.

Additional notes and references. The author is indebted to the reviewer of this paper for some additional references [23–25] which, while not used directly in our development, are listed here because of their pertinence to the subject material. Pavlov gives a condition for \(e^{p_1 t}\) to be a Riesz basis for \(L^2[0, a]\) which is both necessary and sufficient, while Hruščev uses this condition to obtain Kadec’s result to the effect that \(\frac{1}{2}\) is best possible in (1.10). Young’s book is a comprehensive introduction to the theory of Riesz bases of complex exponentials.
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