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Abstract 
 
We provide an ‘optimal’ finite element approximation error estimates for a 
one-dimensional non-linear parabolic model problem with non-regular 
initial value data based on the solution concept in [BrK1]. By this we 
improve a ‘not-optimal’ finite element approximation error estimates for 
the one-dimensional Stefan problem with non-regular initial value data 
[NiJ].  
 
For the space dimension 3=n  ‘not-optimal’ finite element approximation 
error estimates for the non-stationary, non-linear Navier-Stokes equations 
have been derived in [HeJ]. As our approach is not depending from the 
space dimension it can be also applied also to this area. 
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§ 1 Introduction, the non-linear parabolic Stefan problem 
 
 

The free boundary Stefan problem with its solution ),( yU can be transformed into the non-

linear parabolic equation looking for a solution ),(),( yUtxu = fulfilling   

 

                                      0),1(),(),( =+− utuxtxuyu          in  TtxtxQ = 0),1,0(),(

  

           0),1(),0( == tutu         for 0t  

                                                                           )()0,( xfxu =   for )1,0(x  . 

Let 

   0)0(,0),1,0((0)0(,0),1,0((: 211 ==== wLwwwHwwH  

Then 
xuv =:  belongs to 

1H  and for any 
1Hv   the function defined by 

−=

1

),(),(
x

dztzvtxu  

satisfies the boundary condition above. Multiplying the differential equation above with 

xw  ( 1Hw  ) and integration gives the variation equation 

 =+

1

0

1

0

),1( dxwxutuwdxuwu xxxxtxxx
 . 

This leads to a variation representation in the form 

Problem 
vP : find v  such that 1),( Htv   and  

 

     ),)(1(),(),( wxvvwvwv =+          for 
1Hw    and  0t   

                                                          ),()),0,(( wfwv =                  for 
1Hw    and  0=t . 

 
This is the weak formulation of 

0))(,1(),(),( =+− xxxt xvtvtxvyv   in Q

 0),0( =tv  

                                                                                          ),1(),1( 2 tvtv =  

                fv =     for 0=t

 

.

  
Obviously the compatibility condition )1()1( 2vv =  is required in order to ensure the (too high) 

regularity requirements to the auxiliary function v  as indicated by the setting 
1: Huv x
=  for 

1Hu  .  

For higher regularity assumptions further compatibility assumptions are required in the form  
)1()1( 2ff = . In [NiJ1] for sufficiently high regularity assumptions for the solution v  ‘optimal’ 

FEM error estimates are derived. The prize to be paid for this imbalanced regularity 
relationship between the solutions u  and v  are at least quadratic splines instead of expected 

linear splines for the FE approximation space.  
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§ 2 The ‘not-regular’ Stefan problem case, ‘not-optimal’ FEM error estimates 
 

 

In case of reduced regularity assumption of the initial value function 
2: Lfg = and not 

fulfilled compatibility conditions the problem is called “non-regular”. If only 
2Lg  is assumed 

then even  v  and hence v  is not necessarily bounded for 0→t  ([NiJ2]). In [NiJ] for this 

case ‘not-optimal’ FE error estimate of order h with 10   has been derived. The proof of 

those estimates needs to govern the singularity for 0→t  of the energy norm v  and hence 

for the term )1(v . 

The following a priori estimates are derived and applied 
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building on the Young inequality and the Gronwall lemma to tackle inequalities of the 
following types 
 

 dcgt

t

+=
0

32
)()(:    ,   dkkt

t


−+=

0

2/3/1

21 )()(:   

with  
2

:)( zt = . From those estimates the specific a priori estimate for the supremum norm of 

v  and
hv  can be derived,, i.e. 

4/1, − ctvv h
 . 

 
The key estimate is building on the duality argument according to  =− w , 0)0()0( == ww  

and the related Ritz approximation wRh=:  enabling the following inequality 

 

 22/12222
),()1(),()1(),(

2

1
)(  −++++++ tctxvxva

dt

d
tt

dt

d
h

  . 

 
Corresponding a priori estimates and similar proof techniques are applied to prove similar 
“not-optimal’ FEM error estimates for the non-stationary, non-linear NSE ([HeJ]). 
 
The inadequate high regularity requirements for the auxiliary function 

1Hv  is the root cause 

of the singularity behavior in the form 4/1− t . Assuming that this singularity behavior still 

remains when transforming the Stefan problem into a modified variation representation with 
respect to a −− 2/1H framework alternative to current −= 20 LH framework the corresponding 

duality argument would be applied by the equation  =− − 4/1tw , 0)0()0( == ww  . In 

combination with the related Ritz approximation wRh=:  this then leads to the following 

modified inequalities ( −=−= :: hvve ) 

        22/122/122/122/1 )(
2

1
 −++ tcttt

dt

d      

            2

2/1

2/12

2/1

2/12

2/1

2/12

2/1

2/1 )(
2

1
−

−

−−−
++  tcttt

dt

d   .   

 
From this the ‘optimal’ error estimation are derived, i.e. 

 
2/1

0

4/12/1

2/10

−−

−
− chtetcheuu h

. 
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Building on the solution concept as proposed in [BrK1] for the 3D-NSE problem we propose 
an alternative auxiliary function HuuAv ==:  resp. Hvu −= , whereby  A  and H  denotes the 

one-dimensional Symm resp. Hilbert transform singular integral operator ([BrK], [NiJ6]). The 
properties of the Hilbert transform operator H  ensure same regularity assumption for 

2/1, Hvu   of the corresponding weak variation representation. From  

 

 2

2/12/12/1

2

2
).( zczzczzcz L 

−
 

 

it follows that the term )1(v  is bounded if 
2/1Hv . Based on this the technique from the 

regular case can be applied also for the ‘non-regular’ case [NiJ1]. At the same time the 
required finite element approximation spaces can be linear splines instead of quadratic 
splines ([NiJ7]). 
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§ 3 A non-linear parabolic model problem, ‘optimal’ FEM/BEM error estimates 
 
 
In order to enable the full power of approximation theory in a Hilbert scale framework we 
consider the −2 periodic continuation of the solution of the Stefan problem. It enables the 

definition of the problem adequate Hilbert spaces defined per appropriate self-adjoint linear 
operators with corresponding domains: 
  

Let  )(*

2 LH =  with )(: 21 RS= , i.e.  is the boundary of the unit sphere. Let )(su  being a 

−2 periodic function and  denotes the integral from 0 to 2 in the Cauchy-sense. Then 

for )(: 2 = LHu  with )(: 21 RS=  and for real   the Fourier coefficients   

 

 === dxxxudxexuuu n

xi )()(:)(
2

1
::)(ˆ 


 


 

 
enable the definitions of the norms (see e.g. [BrK], [LiI] Remark 11.1.5)  
 




−

=
222

: 




 uu   

 

defining corresponding Hilbert spaces 
#

H . Then H

 

is the space of −2L periodic function in 

R .  The definition of negative scaled Hilbert scales is enabled by appropriate self-adjoint 

singular integral operators ([KrR], [LiI]). We build our analysis on the Symm operator A  [BrK] 

and the Hilbert transform (conformal mapping) operator H defined by 
 

dyyu
yx

xAu )(
2

sin2log
1

)( 
−

−=


 

 

dyyu
yx

xHu )()
2

cot(
2

1
)( 

−
=


 . 

 
Both are related in the form )()( xHuxuA −= . Some essential properties of the Hilbert transform 

operator are summaries in 
 

Lemma: The Hilbert transform (conformal mapping) operator H fulfills the following 
properties: 
 

i) ),(),( HwvwHv −= , vHv = , 

ii) if Hv then 
0HHv  and 0),( =vHv  

iii)   )0(v̂vHxxH =− , i.e. for odd functions v  it holds   0=− vHxxH . 

 
Sobolev, −L  and Hölder/Lipschitz space based Galerkin approximation analysis are given 

in the appendix. The approximation error for finite element approximation spaces 
tk

hS .
of the 

Symm operator equation is ‘optimal’ with respect to the complete possible Hilbert scale 
range, i.e. it holds 
 






uche −   , 2/1)1( −+− t   , t  . 
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The corresponding operators of the one-dimensional Hilbert transform operator H are the 

Riesz operators iR ( ni ,...1= ) which also play a key role in NSE theory and an alternative 

definition of the pressure p .  

 
In order to avoid technical difficulties we omit the term x  from the Stefan problem. This is 

without loss of generality as it is always estimates with a constant. With respect to non-
parabolic problems for space dimensions 1n  this term potential can even support to gain 

additional regularity (and therefore corresponding convergence orders) in the context of 
commutator properties which can be interpreted as compact disturbance (appendix and e.g. 
[BrK]) and finite element super-approximation properties ([NiJ4], [NiJ5], [NiJ6]). 
 
We consider the non-linear parabolic equation 
 

uuuu −=− )1( . 

 
Applying the auxiliary function concept of [NiJ1] in the form HuuAv −==  resp. Hvu =  leads 

to 
 

uAuAuAuA −=− )1(   resp.  vvvvAH )1(−=−  . 

 

Multiplying with #

2LHw  leads to the following variation problem: 

 

:vP  find 
2/1Hv   with 

02/12/1 ),)(1(),(),( wHvvwvwv =+ −−
   for 

2/1Hw    and  0t     

 

                               
02/12/1 ),(),()),0,(( wfwfwv == −−
           for 

2/1Hw    and  0=t . 

 
The corresponding Galerkin approximation is given by 
 

:
hvP  find 

2/1HSv hh
  ( ),1(:)1( tvv hh = )  with 

 

02/12/1 ),)(1(),(),(  hhhh Hvvvv =+−
    for 

2/1HSh
   and  0t   

 

                
02/1 ),()),0,((  fvh = −
              for 

2/1HSh
   and  0=t . 

 
For later usage we define the related trilinear form 
 

002/12/1 ),)(1(
2

1
),)(1(

2

1
),)(1(

2

1
),)(1(

2

1
:),,(  +=+= −−b . 

 

Analog to [NiJ1] the corresponding bilinear form for fixed 
2/1Hv   defined by 

 
),,(2),(:),( 2/1  vbav −=  

 

is bounded and coercive in 
2/1H , i.e. it holds 

 

i) 
2/12/1

),(   Mav
 

ii) 
2

2/1

2

2/1
),(

−
−  mav

. 
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The above coerciveness property ii) is a Garding type inequality which enables the so-called 
“weak inf-sup condition” (appendix). This results into a positive bilinear form in case the 

domain is restricted to the approximation spaces 
2/1HSh

 . Therefore the Galerkin 

approximation vRh
 

0),( =− vRva hv
  for 

2/1HSh
    

 
is ‘optimal‘, i.e. it holds 
 






vchvRv h

−−   , 2/1)1( −+− t   , t  . 

 
For our analysis we will apply the analog Galerkin approximation vRv hh =:~ for the linear 

parabolic case, i.e.  
 

0),~(),~( 2/1 =−+− −  hvh vvavv    for 
2/1HSh

  

 

which is ‚optimal‘ with respect to Hilbert space and −L norms ([JNi5]), i.e. for 
hvv ~: −=   it 

holds e.g. 

)()( 22 


HLHL

vch −       , 2/1)1( −+− t   , t  . 

 

))2,0(),,0(())2,0(),,0((
inf






−
 LtLSLtL

vc
h

  . 

 
This approximation behavior will be used to apply the Schauder fix point theorem in order to 
govern the critical quadratic non-linear term ),)(1(),,(  eeeeb =  below. 

 

The defining error variation equation for  hvve −=: is given by 

 

),,(),,(2),(),( 2/12/1  eebevbee −=−+−
    for 

2/1HSh
  

resp. 

         ),,(),(),( 2/1  eebeae v −=+−
    for 

2/1HSh
  

 
whereby  

0),)(1(),,(  eeeeb =  .  

 

Putting −=−−−= :)~()~(: hhh vvvve with now 
2/1HSh

 this leads to 

 

02/1 ),)(1(),(),(  eeav =+ −
 . 

 
In order to show the existence of a finite element solution in the neighborhood of v  the 

quadratic term  ),1()1( tee =  is replaced by )1(E  for some function )(eTE = . Then 

 

002/1 ),)(1(),)(1(),(),(  EEav =++ −
  

 
is a linear problem. Therefore, for any ),1()1( tEE =   there exists a solution   with 0)0( =  .  

Therefore the same is true for  −=e , but now e  depends on  E .  

 
Following the same arguments as in ([NiJ1] applying the Schauder fix point theorem 
(appendix) then it follows that there is a E  with eeTE == )( . We summaries the above in 
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Theorem: The problem vP has an unique bounded solution 2/1Hv and an unique (linear 

spline) finite element approximation hv  of problem 
hvP in the neighborhood of  v with optimal 

order of convergence 
 

)(
));,0(

hOvv
LtLh −


. 

 
 
Due to the properties of the Hilbert transform operator the same estimate is true for the 

original solution 2/1Hu  , i.e. it holds 

 

)(
));,0(

hOuu
LtLh −


. 

 

An approximation 2/1HSu hh   for the solution 2/1Hu  is given by hh Hvu =  i.e. the spline 

order of hu  is the same as the spline order of hv . 
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Appendix 
 

Related topics 
 

 
The Ritz-Galerkin Approximation Theory 

 
 
A well-defined Ritz-Galerkin approximation method in a Hilbert space 

H and corresponding 

approximation Ruuh =:  of the linear operator equation fBu = requires certain properties to 

the linear operator, as well as adequate properties of the operator domain )(AD  embedded 

into a Hilbert space 
H and appropriate related properties of the finite dimensional 

approximation spaces 
HSh  . In the one-dimensional case the parameter h  corresponds 

to space dimension in the form 1− nh . 
 
In order to apply the generalized Lax-Milgram lemma the −H coerciveness can be 

weakened to the Garding type inequality which is given by one of the following forms 
 

2

2

2

1),(


vcucvBu −     or   ),(),( vKuvucvBu −


 

 
whereby 

H  is compactly embedded in
H resp. K   describes a corresponding compact 

operator. This enables the so-called “weak inf-sup condition” ([AzA], [BrK], [NiJ7], [NiJ8]) 
which we summaries in the following  
 
Lemma: Given three Hilbert spaces 

21 ,, HHH  with HH 1
compactly embedded and the 

bilinear form RHHvBuvub →= 21:),(:),(  with 

 

i) 
21

),(
HH

vucvub   for all 
21 , HvHu   

ii) For 
1Hu    with ),( vub   for all 

2Hv  it follows 0=u  

iii) For all Nn  the approximation spaces fulfill  
21 , HTHS nn   and  

nn TS dimdim =  

iv) 
1+ nn TT  and 

n
Nn

T


  is dense in 
2H  

v) :nn TS  
21

)(),( 21 HHH
ccb  −−   (the weak inf-sup condition). 

 
Then there is a 0N  and a constant 03 c  that for all Nn  it holds 

 

nn TS    with 
21

3),(
HH

cb   . 

 

The required properties the approximation spaces are e.g. given by finite elements. The 

standard notation of finite element spaces is given by  
k

tk

h HS . with tk  which is about 

−− )1(k time continuously differentiable functions 
tk

hS .  with the property that the 

restriction of  to any triangle of the triangulation h  is a polynomial of degree less 

than t .  
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The corresponding approximation properties are usual described in the following way: 
 

i)  
k

tk

h HS .   

ii)   
l

kl

kS
vchv

h

−


− 


inf  for 

lHv  

iii)   
l

lk

k
vch )( −−  for hS  . 

 

The Hölder resp. Lipschitz spaces are the adequate ones to derive approximation estimates 
for non-linear problems. A proof of the boundedness of the Ritz operator in Hölder resp. 
Lipschitz spaces is a consequence of the below AI-condition and lemma (by the choice 

kCX =1
 and .

2

kCX = ) in combination with the boundedness of the Ritz operator in in −L  

norm ([JNi4]). 

based on the boundedness of the Ritz operator in in the 0C   Banach space as the Hölder 

spaces .kC  are compactly embedded into 0C . The boundedness of the Ritz operator as 

mapping of 0C  into itself is a consequence of the boundedness with respect to the −L  

norm  

The so-called approximation (A) and inverse (I)-condition for the collection of approximation 

spaces  10  hSh
 are given by  

AI-condition: let  10  hSh
 a collection of subspaces of 

2X with approximation and 

inverse-quantities 
h  and 

h  according to 

i) 
hSXy  2

  
21

yy h −    ,  
212

yc   with 
1c   independently of h  . 

ii) 
hS  a Bernstein type inequality holds 

12
 h . 

The collection  10  hSh
 fulfills the AI condition if   = hK sup: . 

 

Lemma: let  hh SXP →1
 be a collection of linear projection operators of 

1X  onto 
hS  which is 

uniformly bounded as mappings of 
1X  into itself, i.e. 

1

1

1

1
sup p

y

yP
P

h

h =   with 
1p   independently of h . 

If  hS  fulfills the AI-condition then  hP   as mapping of 
2X  into itself is uniformly bounded 

with 

112

2

2

2
)3(:sup pKcp

y

yP
P

h

h +==  . 

The boundedness of the Ritz operator in in −L  norm can be proven by the weighted norm 

technique of J. A. Nitsche ([JNi4], next section). In [BrK] interior ‘optimal’ error estimates of 
the Ritz method for Pseudo-differential operators are derived. 
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−L  Boundedness of the Ritz Operator 

for Singular Integral Equation Problems 
 
 
The (Hilbert transform) singular integral equation problem is given by 
 

fHu =  

with 

)()(
2

cot
2

1
)( sfdtstu

ts
sHu  =

−
=


. 

 
In [JNi6] the −L  boundedness of the Ritz-Galerkin approximation operator

hR onto finite 

element subspaces 
hS  is defined by  

 

( ) ( ) ( ) HuRHHu h ,:)(,, ==  for  
hS . 

 

As a consequence the boundedness holds true also in the norm of .0C .  
 
Analogue to the analysis in case of boundary value problems the proof deals with weighted 
norms in the form 
 

)(sin: 0

22 ss −+=    , with  )2,00 s  appropriately chosen. 

For R  the weighted scalar products resp. norms are defined by 

( )( )  = − wdsvwv 
 :,   ,   ( )( )

vvv ,:= . 

The estimates require for space dimension case 1=n  a value e.g. 2/1 n= , for the space 

dimension case 2=n  a value e.g. 2/2 n= . The connection of weighted norms and the 

−L  norm is given by the inequality (for 1= ) 



− vchv 2/1


  for 0Cv  

and 

 ) 


2,0sup 0

2/1 


sch
L

  for 
hS . 
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An analogue proof shows the −L  boundedness of the Ritz-Galerkin approximation 

operator
hR of the singular integral equation problem fAu =  with 

 

dyyu
yx

xAu )(
2

sin2log
1

)( 
−

−=


   . 

The BEM is given by 
 

( ) ( ))(,, uRAAu h =  for  
hS . 

 
 
For the error uRue h−=:  we use the split  −=−−−=−=  :)()(: uRuuRue hh

, 
hS, . 

Then the error is defined by 
( ) ( )= AA ,,   for  

hS . 

 
 
The central estimates of this proof follow same concept as [JNi6]. We recall those by the 
following inequalities.  
The starting equation is based on weighted norm with respect to 

hS  

 

( ) ( ) ( ) ( ) 





AA −−+−== −−− ,,,,

2
. 

 

The objective is to derive a final estimate in the form 
22


c which then gives 

 
22


ce   

 
from which the boundedness follows (by appropriately chosen 

hS ) according to the 

relationship of weighted and −L norm  of finite elements. With the definition 
 

( ) −= hR: :    ( ) ( )  ,, A=−  for 
hS . 

 
it follows from the above (for 2,1=n ) 

22





 
−

− −+ Ac  

22
inf





  −+


Acc
hS

 

2
22

)(




  Ahcc nn + . 

 
In the following we consider only estimate relevant estimates for the case ==1n . Then the 

second term gives 
 

)(
2

sin)()( 022  AA
ss

AA +
−

+  

and therefore (because of 1/)2/)((sin 0

2 − ss ) 

 
2224

2

)()()()(


 
−

++ AAAA  

2

0222
2

)(
2

sin)()( 


 A
ss

AA 
−

++ . 
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The following estimates enable to the proof: 
 

2

0

2

0

0

2

0

0

2
sin

2
sin  AcA

ss
A

ss
+

−


−  

2

0

2

0

2

0

0 )()(
2

sin  sAAssAA
ss

+−
−

  

 

2

0

2

02

0

2

0

22

0

2

0

2

0

),(),(
sup

),(
sup











 A

AsAs
Ac

A

A
chss

hh SS

−−
+++−



 

))(,())(,(),(  sAAssAAs +−=  

 AAAAssAAssA −−
−− 111

)())(,(  

 AAcAcAchAs −
−1

),(  
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−L  Boundedness of the Ritz-Galerkin Operator 

for Linear and Non-linear Elliptic and Parabolic Problems 
 
 
In [JNi5] −L  boundedness of the finite element method Ritz-Galerkin operator for parabolic 

problems and related optimal FEM approximation estimates are derived. In In [NiJ3]) −L  

error estimates are derived for a nonlinear boundary value problem. −L  boundedness in 

Hölder resp. Lipschitz norms of the Ritz-Galerkin operator for the Laplace equation are 
analyzed in [JNi4].  
Hölder/Litschitz spaces are the adequate ones in treating nonlinear elliptic and parabolic 

problems. The boundedness of the Ritz operator in the corresponding norms at least 

simplifies the analysis of finite element procedures in some cases it is essential. 

The two central elements of [JNi5] are  

i) an ‘optimal’ “parabolic type” shift theorem for the solution of the heat equation in the 

form 

22

2 kk HH
Awcw 

+

       with     
=
T

HH
dtww

kk
0

22

:
 

ii) Nitsche’s weighted norms  

 

 
= 

−


=

k

dxvDv







22

.
:  

 

with   
0

2

0:),( ttxxtx −+−= ,  and  
00 ,tx  chosen that   ),( 00)(

txuu
LL

=


. 

 

The proof of the shift theorem is based on appropriate estimates of the generalized 

Fourier coefficients )(twi  of the heat equation 

 

fuu =−   ,  
0)0( uu = ,  0=


u  

 

with                                     
dfeuetw i

t

tt

i
ii )()(

0

)(

0 
−−−

+=  . 

The “trick” to go there is about changing the order of integration in the following form: 

  

















−−−−

T

i

t

t

t

t

T

i dtdfededttw ii

0

2

0

)(

0

)(

0

2 )()(   . 

 
−−−− 










T

ii

T T

t

ii dfddtef i

0

22

0

)(21 )()( 


  . 
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Approximation Theory for Non-linear Problems 
 

Lecture Notes 
 

J. A. Nitsche 
 
 
 
In [NiJ3]) −L  error estimates are derived for the nonlinear boundary value problem 

fuuadiv = )),((   

As for 1.1Cu  

 

1.22)(),(:)( C
x

u

x

u

x

u

u

a
uuxaxTu

iii









+








+=   

 

the Schauder fix point theorem can be applied ( 1.1: CM = )to prove the existence of a solution 

u . 

 
Schauder fix point theorem 
 

Let X be a Banach space and XM   closed, bounded, convex and MMT →:  

compact. Then there exists a Mx  with xTx = . 

 
 
In the following we give a FEM ‘optimal’ error estimate in −L  norm for non-linear problems. 

 
Let the problem be given by 
 

0),( =uxF  

 
with the (roughly) regularity assumptions: 

i)  there is a unique solution 

ii) 
uFF,  are Lipschitz continuous. 

 
The approximation problem is given by:  
 

find  
hS    0)),,(( = F   for

hS  . 

 
 
 
Theorem: The FEM admits the error estimate 
 



−−
 LSL

ucu
h



inf  . 
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Error analysis  
 
Put   

))(,()( xuxFxf u=    and   eu −=   

 
then   

),(),(  Rfe =  

 
with a remainder term 
 

feeuFeRR +−== ),(:)(:  

 
resp. 

)),((),(  eRfufe −= . 

 
 

Let 
hP  denote the  −2L projection related to ),(),( Rf = , then 

 

))(
1

( eR
f

uPh −=  

resp.                             

)(:))(
1

)( eTeR
f

PuPIe hh =+−=  . 

 

Therefore the difference eue −=  is a fix point of T .  

 
Let 

  =
L

eeB :   and  


−=
 LS

u
h



inf: . 

 
 

The application of the Schauder fix point theorem is enabled by the following properties of T : 
 
Lemma: 
 

i) There is a 0  such that for  sufficiently small, then T maps the ball
B  into 

itself. 
 

ii)  for   sufficiently small, T is a contradiction in B . 

 
 

Proof: i) Because of hP  and 
1−f are being bounded it holds 

 




=−−
  LSLh ucPI

h

inf1
    

and    
 






L

L

h eRceR
f

P )())(
1

( 2

 . 

 
It is                                            

22

3

2

3),( cecfeeuF
LL
=+−


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with 3c being the Lipschitz constant of uF  and therefore 

 
22

231)(  ccceT
L

+


 . 

 

Now fixing 
1c  and choosing 

0  according to  
0

2

231  ccc +=  gives i) 

 
ii) it holds                       







−−=−
L

L

hL
eReRceReR

f
PeTeT )()())()((

1
()()( 2122121

 

 
and              

))((),((),(),()()( 212121 eeuFFeuFeuFeReR uu −−=−−−=−   . 

 
With                      

))1(,(),( 21 eeuFF uu  −−−=  

 
one gets        

3),(),( cuFF uu  −  . 

 
Choosing    ))(,( 1

320

−  ccMin then proves ii). 

 
 

Consequence:      The operator T  has a unique fix point in the ball 
B   . 

 
From this it follows the theorem above. 


