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Preface to the second edition

In this edition we corrected some errors and misprints and added references and footnotes related to recent achievements in the topics considered in the original edition. A survey of the results obtained since 1970 is in a separate appendix at the end of the book. This appendix has its own list of references. In the footnotes to the main text these references are marked with the letter A (like for example [A12]).
Dedicated to our teachers: Lev Israilevich Volkovskii and Boris Yakovlevich Levin
Preface to the first edition

The origins of the value distribution theory of meromorphic functions go back to the classical theorems of Sokhotskii-Casorati (1868), Weierstrass (1876), Picard (1879). In the last decade of the XIX-th and the first two decades of the XX-th centuries, these theorems underwent further development through investigations on the zero distribution of entire functions carried out mainly by the French school (Hadamard, Borel, Valiron and others). The analytical machinery intrinsically connected with meromorphic functions was built in the 20-ies of the XX-th century by the Finnish mathematician Rolf Nevanlinna. After his work, the value distribution theory acquired, in some way, a complete form. The main classical results of the theory of entire functions have been included in Nevanlinna’s theory in a natural way.

The results of Nevanlinna’s theory, which, at the present time, can be regarded as classical, are considered in the first part of the present book, consisting of chapters I, II, III, and sec. 1-3 of IV. Aiming to help beginning mathematicians, we consider the subject here in detail. We foresee reproaches of more qualified readers in this respect.

While the first part of this monograph treats mostly results obtained before the 50-ies, the remainder is dedicated to modern research.

In spite of a certain completeness of the value distribution theory, the study of even some of the most classical problems has not been brought to an end. On the contrary, the study is conducted more and more extensively. A lot of important problems remain open, and new ones arise during the process of further investigations.

Achievements are so essential and diverse that they admit the free coexistence of several monographs on the theory of value distribution. In any case, the reader who is acquainted with Hayman’s book [Hay64], will not find any substantial intersection with our book except for classical theorems which had been known as early as the 30-ies of XX century.

The value distribution theory of meromorphic functions occupies one of the central places in Complex Analysis. Numerous works are devoted to studying its connections with other areas of mathematics (topology, differential geometry, measure theory, potential theory and others); extending its inferences to wider classes of functions (meromorphic functions in arbitrary plane regions and Riemann surfaces, algebroid functions, functions of several variables, meromorphic curves), and also its applications, mainly to the analytic theory of differential equations.

In this book, the related topics are left aside, and the main attention is concentrated on the problems internal to the value distribution theory, which include the following problems:

(i) To what extent the main inferences of Nevanlinna’s theory have final character
and cannot be improved further;
(ii) What properties of Picard’s exceptional values are preserved for a wider class of exceptional values considered in the value distribution theory;
(iii) Which are the connections between Nevanlinna’s characteristics and other quantities characterizing asymptotic properties of entire and meromorphic functions;
(iv) Study of asymptotic properties and value distribution of meromorphic functions belonging to some special classes which are on one hand sufficiently narrow to give new information not implied by general theorems, and on the other hand sufficiently wide for being of interest for the general theory;
(v) Study of the value distribution with respect to arguments (not only with respect to moduli as in classical Nevanlinna theory).

We pay great attention to examples of functions with “exotic” properties. Without them the reader will get a restricted image of the theory under consideration. Examples of functions having unusual properties play in the theory a role as important as counterexamples do in Real Analysis.

**Notation and Conventions.** Functions meromorphic in the complex plane will be called *meromorphic functions*, unless otherwise explicitly stated. Uniform (absolute, or usual) convergence of a series or of an infinite product is understood as the convergence of the corresponding type of its remainder. Thus, behavior of a finite number of terms does not affect the convergence or its type.

If we consider a continuous function with a removable discontinuity, the discontinuity is assumed to be removed. For example $f(0) = 1$ for $f(\lambda) = \pi \lambda \cot \pi \lambda$.

By $[\alpha]$ we denote the integer part of the number $\alpha$. Square brackets are used to separate expressions in the cases when it cannot cause any confusion. We also use square brackets for references. We denote the number $([\alpha] + \alpha)/2$ by $\alpha^\dagger$.

The closure of the angle $\{\alpha < \arg z < \beta\}$ in the complex plane is denoted by $\{\alpha \leq \arg z \leq \beta\}$. Thus $0 \in \{\alpha \leq \arg z \leq \beta\}$.

Writing $\sum_k a_k$ or $\prod_k a_k$ we do not exclude the case when the sequence $\{a_k\}$ is finite or empty. In the latter case we assume $\sum_k a_k = 0$ and $\prod_k a_k = 0$.

Each chapter has its own numeration of formulas, the number (4.20) refers to formula number 20 in section 4 of the same chapter. Analogous numeration is used for theorems. When we refer to a formula or a theorem from another chapter, we refer to the chapter number also.

All of the facts related to the history of the problems under consideration along with references on the subject are placed in the Notes at the end of the book. References in the text are given only in the case where we refer to results lying beyond the scope of standard graduate courses in Real and Complex Analysis.

Note that results of sec. 3 and 5 of Chapter 1 and of sec. 3 of Chapter 3 are used in Chapter 6 only, and can be skipped in the first reading.

Preliminary versions of sec. 7,8 of Ch.I; Ch.II; sec. 1,2 of Ch.III; sec.1-4,6 of Ch.IV; sec 1,2 of Ch.V; Ch.VII; Appendix I have been written by A. Goldberg; sec. 1-5 of Ch.I, sec.3 of Ch.III, sec.5 of Ch.IV, sec.3-6 of Ch.V; Ch.VI have been written by I. Ostrovskii.

We express our deep gratitude to Nikolaj Govorov, Larisa Kudina, Victor Petrenko, David Potyagajlo, Elena Sergienko, and Stanislav Tushkanov for their various help in our work. Our special thanks to our editor Naum Landkof.
Anatoly A. Goldberg and Iossif V. Ostrovskii
CHAPTER 1

Characteristics of the Behavior of a Meromorphic Function and the First Fundamental Theorem

The basis of the value distribution theory of meromorphic functions consists of several formulae connecting the behavior of a meromorphic function with the distribution of its zeros and poles. At the beginning of this chapter we derive these formulae. Later, we use them to introduce the main characteristics of the behavior of a meromorphic function, and study connections between them. One of the most important connections is the celebrated theorem which R. Nevanlinna called “the first fundamental theorem of the value distribution theory”.

1. Auxiliary results

Let \( D \) be a bounded domain in the complex plane, whose boundary \( \Gamma \) consists of finitely many piecewise-analytic curves; by \( \frac{\partial}{\partial n} \) we shall denote the operator of differentiation in the direction of the inwardly directed normal vector to \( \Gamma \), by \( \Delta \) we denote the operator \( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \).

We shall use the following formula:

\[
\int\int_D (u \Delta v - v \Delta u) d\sigma = -\int_{\Gamma} (u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n}) ds,
\]

where \( u = u(x,y) \) and \( v = v(x,y) \) are twice continuously differentiable in some domain containing the closure \( \bar{D} \) of the domain \( D \), \( \sigma \) is the Lebesgue measure in the plane and \( s \) is the one-dimensional Lebesgue measure (length) on \( \Gamma \). This formula is usually called the second Green formula. It can be obtained from the well-known Green formula

\[
\int\int_D \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) d\sigma = \int_{\Gamma} P dx + Q dy
\]

in the following way. Let

\[ P = -\frac{\partial v}{\partial y}, \quad Q = u \frac{\partial v}{\partial x}. \]

We get the formula

\[
\int\int_D \left( u \Delta v + \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \frac{\partial v}{\partial y} \right) d\sigma = \int_{\Gamma} -u \frac{\partial v}{\partial y} dx + u \frac{\partial v}{\partial x} dy,
\]

which can be rewritten as

\[
\int\int_D \left( u \Delta v + \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \frac{\partial v}{\partial y} \right) d\sigma = -\int_{\Gamma} u \frac{\partial v}{\partial n} ds.
\]

Subtracting from (1.2) the formula which is obtained from (1.2) if we interchange \( u \) and \( v \), we get (1.1).
We also need the notion of a Green function. The Green function of a domain $D$ is a function $G(\zeta, z)$, defined for $\zeta \in \overline{D}$, $z \in \overline{D}$, $\zeta \neq z$, and satisfying the following conditions:

(i) For each fixed $z \in D$

$$G(\zeta, z) = \ln \frac{1}{|\zeta - z|} + h_z(\zeta),$$

where $h_z(\zeta)$ is a function, harmonic in $D$ and continuous in $\overline{D}$.

(ii) If $\zeta \in \Gamma$, $z \in \overline{D}$, $\zeta \in \overline{D}$, and $z \in \Gamma$, then

$$G(\zeta, z) = 0.$$

The Green function exists and is unique. The uniqueness can be proved in the following way. Assuming that $G_1(\zeta, z)$ and $G_2(\zeta, z)$ are two Green functions of $D$, we choose $z \in D$ and consider the function $v(\zeta) = G_1(\zeta, z) - G_2(\zeta, z)$. The condition (i) implies that this function is harmonic in $D$ and continuous in $\overline{D}$, and the condition (ii) implies that it is equal to zero on $\Gamma$. By the maximum and the minimum principles for harmonic functions we get $v(\zeta) = 0$, and, hence, $G_1(\zeta, z) \equiv G_2(\zeta, z)$.

We would like to observe that the condition (i) implies that there exists a disc $K_z$ centered at $z$ and such that $G(\zeta, z) > 0$ for $\zeta \in K_z$. Using the minimum principle for $D \setminus K_z$, we conclude that $G(\zeta, z) > 0$ for all $\zeta \in D, z \in D$.

We will not use the existence of the Green functions for multiply connected domains, for this reason we do not discuss this matter.

For a simply connected domain the existence of the Green function follows from classical results on conformal mappings. In fact, by the Riemann theorem there exists a conformal mapping $w = f_z(\zeta)$ which maps the region $D$ onto the disc $\{|w| < 1\}$ in such a way that $f_z(z) = 0$. By the theorem on the boundary behavior of conformal mappings the function $f_z$ is continuous on $D$, and $|f_z(\zeta)| = 1$ for $\zeta \in \Gamma$. Let

$$G(\zeta, z) = \ln \frac{1}{|f_z(\zeta)|},$$

it is easy to check that this function satisfies (i) and (ii).

**Example 1.** Let $D = \{||\zeta| < R\}$. Then

$$f_z(\zeta) = \frac{R(\zeta - z)}{R^2 - \zeta \overline{z}}, \quad G(\zeta, z) = \ln \left| \frac{R^2 - \zeta \overline{z}}{R(\zeta - z)} \right|.
$$

**Example 2.** Let $D = \{||\zeta| < R, \text{Im}\zeta > 0\}$. Then

$$f_z(\zeta) = \frac{R(\zeta - z) R^2 - \zeta \overline{z}}{R^2 - \zeta \overline{z} R(\zeta - z)}, \quad G(\zeta, z) = \ln \left| \frac{R^2 - \zeta \overline{z} R(\zeta - z)}{R(\zeta - z) R^2 - \zeta \overline{z}} \right|.
$$

Suppose that $D$ is simply connected. Let $\gamma_1, \gamma_2, \ldots, \gamma_p$ be analytic curves forming $\Gamma$, let $A_l$, $l = 1, 2, \ldots, p$ be the common end point of $\gamma_l$ and $\gamma_{l+1}$ (we use the convention: $\gamma_{p+1} \equiv \gamma_1$), let $\pi\alpha_l (0 < \alpha_l \leq 2)$, $l = 1, 2, \ldots, p$, be the angles between $\gamma_l$ and $\gamma_{l+1}$. By the Riemann-Schwarz symmetry principle (see Privalov [Pri56],
Chapter XII, §2.4) the function $f_z$ has an analytic extension to a certain domain containing $D \backslash \{A_1, ..., A_p\}$.

We shall assume (without mentioning this) that in the intersection of a sufficiently small neighborhood $U_l$ of $A_l$ with $D$ the function $f_z$ has a representation

$$f_z(\zeta) = (\zeta - A_l)^{1/\alpha_l} \varphi_l(\zeta) + w_l,$$

where $\varphi_l(\zeta)$ is an analytic function in $U_l$, $\varphi_l(A_l) \neq 0$, $|w_l| = 1$, $l = 1, 2, ..., p$. We omit the discussion of the conditions on $D$ under which such a representation holds. For our purposes it is enough to observe that the domain $D = \{|\zeta| < R\}$ satisfies this condition since it is bounded by an analytic curve and there are no points $A_l$. The domain $D = \{|\zeta| < R$, $\text{Im} \zeta > 0\}$ also belongs to this class. In fact, in this case the points $A_l$, $l = 1, 2$, are the points $\zeta = \pm R$, $\alpha_l = \frac{1}{2}$, $l = 1, 2$. The equation (1.5) implies that $f_z(\zeta)$ is analytic at $\zeta = \pm R$ and $\frac{\partial f_z}{\partial \zeta}(\zeta)$ has simple zeros at $\zeta = \pm R$, hence the representation (1.6) holds.

Further we deal with the derivative $\frac{\partial G}{\partial n}$ with respect to $\zeta$ as a function of $z$. This derivative exists for all $\zeta \neq A_l$ ($l = 1, \ldots, p$). Since $G(\zeta, z) > 0$ for $\zeta \in D$, $z \in D$ and $G(\zeta, z) = 0$ for $\zeta \in \Gamma$, $z \in D$, then $\frac{\partial G}{\partial n} \geq 0$. Along the curve $\Gamma$ the following equation is satisfied:

$$f_z'(\zeta) \frac{\partial f_z(\zeta)}{f_z(\zeta)} d\zeta = i \frac{\partial G}{\partial n} ds \ (\zeta \neq A_l, \ l = 1, \ldots, p).$$

In fact, computing the differential of $\ln f_z(\zeta)$ along the curve $\Gamma$ and using the Cauchy-Riemann conditions, we get

$$d \ln f_z(\zeta) = \frac{\partial}{\partial s} \ln f_z(\zeta) ds = \left( \frac{\partial}{\partial s} \ln |f_z(\zeta)| + i \frac{\partial}{\partial s} \arg f_z(\zeta) \right) ds$$

$$= i \frac{\partial}{\partial s} \arg f_z(\zeta) ds = -i \frac{\partial}{\partial n} \ln |f_z(\zeta)| ds = \frac{i \partial G}{\partial n} ds.$$

The equation (1.7) sometimes can be used to find $\frac{\partial G}{\partial n}$.

**Example 1.** Let $D = \{\zeta : |\zeta| < R\}$, then

$$\frac{\partial G}{\partial n} ds = -i \left[ \ln \frac{R(\zeta - z)}{R^2 - \zeta \bar{z}} \right]' d\zeta = \frac{R^2 - |z|^2}{|\zeta - z|^2} d\theta, \ \zeta = Re^{i\theta}.$$

The function $\frac{R^2 - |z|^2}{|\zeta - z|^2}$ is called the Poisson kernel. Observe that

$$\frac{R^2 - |z|^2}{|\zeta - z|^2} = \frac{R^2 - r^2}{R^2 + r^2 - 2Rr \cos(\varphi - \theta)} = \text{Re} \frac{\zeta + z}{\zeta - z}, \ \zeta = Re^{i\theta}, \ z = re^{i\varphi}.$$

**Example 2.** Let $D = \{\zeta : |\zeta| < R$, $\text{Im} \zeta > 0\}$. Then

$$\frac{\partial G}{\partial n} ds = -i \left[ \ln \left( \frac{R(\zeta - z)}{R^2 - \zeta \bar{z}} \frac{R^2 - \zeta \bar{z}}{R(\zeta - z)} \right)' \right] d\zeta.$$

On the semi-circle $\{\zeta = Re^{i\theta}, \ 0 < \theta < \pi\}$ we have

$$\frac{\partial G}{\partial n} ds = \left\{ \frac{R^2 - |z|^2}{|\zeta - z|^2} - \frac{R^2 - |z|^2}{|\zeta - \bar{z}|^2} \right\} d\theta;$$

(1.10)
on the interval \( \{ \zeta = t, -R < t < R \} \) we have

\[
(1.11) \quad \frac{\partial G}{\partial n} ds = 2 \left( \frac{r \sin \varphi}{|z - t|^2} - \frac{R^2 r \sin \varphi}{|R^2 - z|^2} \right) dt, \quad z = re^{i\varphi}.
\]

Since the function \( f_z(\zeta) \) is analytic on \( \Gamma \), except at the points \( A_l, l = 1, \ldots, p \), then (1.7) implies that with the exception of these points the function \( \frac{\partial G}{\partial n} \) is infinitely differentiable on \( \Gamma \). By (1.6) the singularities of \( \frac{\partial G}{\partial n} \) at the points \( A_l \) are such that the product \( |\zeta - A_l| \frac{\partial G}{\partial n} \left( \leq |\zeta - A_l|^{1 - \frac{1}{n}} \frac{\partial G}{\partial n} \right) \) is bounded. This observation implies that all integrals containing \( \frac{\partial G}{\partial n} \) which we will consider later are convergent.

**Theorem 1.1.** Let \( D \) be a simply connected domain with a piecewise analytic boundary \( \Gamma \), and let \( u(z) \) be a twice continuously differentiable \(^1\) function in some domain containing \( \bar{D} \), excluding a finite set \( \{c_1, c_2, \ldots, c_q \} \subset \bar{D} \). In a neighborhood of these points \( u(z) \) has the form

\[
(1.12) \quad u(z) = d_k \ln |z - c_k| + u_k(z),
\]

where \( d_k \) are constants and \( u_k(z) \) are twice continuously differentiable functions in a neighborhood of points \( c_k \) \((k = 1, \ldots, q)\). Then

\[
(1.13) \quad u(z) + \frac{1}{2\pi} \int \int_D G(\zeta, z) \Delta u(\zeta) d\sigma = \frac{1}{2\pi} \int_\Gamma u(\zeta) \frac{\partial G}{\partial n} d\sigma - \sum_{c_k \in \bar{D}} d_k G(c_k, z)
\]

for \( z \in D, z \neq c_1, \ldots, c_q \).

**Proof.** Let us exclude from \( D \) discs of radius \( \varepsilon \) centered at \( c_1, \ldots, c_q, z, A_1, \ldots, A_p \). We assume that \( \varepsilon \) is so small that the discs do not intersect, and that if the center of such a disc is inside \( D \), then the whole disc is inside \( D \). We denote the domain so obtained by \( D_\varepsilon \) and the part of \( \Gamma \) which is not in any of the discs by \( \Gamma_\varepsilon \). By \( C(\varepsilon, a) \) we denote the intersection of \( \{ z : |z - a| = \varepsilon \} \) and \( D \).

Letting \( u = u(\zeta) \) and \( v = G(\zeta, z) \), we write the second Green formula for \( D_\varepsilon \). Since \( \Delta v = 0 \), we get\(^2\)

\[
(1.14) \quad \int \int_{D_\varepsilon} v \Delta u d\sigma = \left( \int_{\Gamma_\varepsilon} + \sum_{k=1}^{q} \int_{C(\varepsilon, c_k)} + \sum_{l=1}^{p} \int_{C(\varepsilon, A_l)} \right) \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right) ds.
\]

Let us find the limits of each of the integrals as \( \varepsilon \to 0 \). Since \( v = 0 \) for \( \zeta \in \Gamma \), then

\[
\lim_{\varepsilon \to 0} \int_{\Gamma_\varepsilon} \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right) ds = \int_\Gamma u(\zeta) \frac{\partial G}{\partial n} d\sigma.
\]

Furthermore, by the mean value theorem, for each \( a \in \bar{D} \) we have

\[
\int_{C(\varepsilon, a)} \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right) ds = (\text{the length of } C(\varepsilon, a)) \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right)_{\zeta = a},
\]

\(^1\)with respect to the variables \( x \) and \( y \), \( z = x + iy \)

\(^2\)If some points are repeated twice among \( \{c_1, \ldots, c_q\} \) and \( \{A_1, \ldots, A_p\} \), we write the corresponding integrals only once.
where \( \zeta^* \) is a point on \( C(\varepsilon, a) \). Since the length of \( C(\varepsilon, z) \) is \( 2\pi \varepsilon \) and on \( C(\varepsilon, z) \) the following asymptotic estimates hold as \( \varepsilon \to 0 \)

\[
v = \ln \frac{1}{\varepsilon} + O(1), \quad \frac{\partial v}{\partial n} = \frac{\partial v}{\partial \varepsilon} = -\frac{1}{\varepsilon} + O(1), \quad u = u(z) + o(1), \quad \frac{\partial u}{\partial n} = O(1),
\]

then

\[
\lim_{\varepsilon \to 0} \int_{C(\varepsilon, z)} \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right) ds = -2\pi u(z).
\]

If \( c_k \in D \), then on \( C(\varepsilon, c_k) \) the following asymptotic estimates hold as \( \varepsilon \to 0 \)

\[
u = d_k \ln \varepsilon + O(1), \quad \frac{\partial u}{\partial n} = \frac{\partial u}{\partial \varepsilon} = \frac{d_k}{\varepsilon} + O(1),
\]

\[
u = G(c_k, z) + o(1), \quad \frac{\partial v}{\partial n} = O(1).
\]

Therefore for \( c_k \in D \) we have

\[
\lim_{\varepsilon \to 0} \int_{C(\varepsilon, c_k)} \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right) ds = -2\pi d_k G(c_k, z).
\]

If \( a \) is either one of the points \( c_k \) belonging to \( \Gamma \), or one of the points \( A_l, l = 1, \ldots, p \), then, in any case, the length of \( C(\varepsilon, a) \) is \( O(\varepsilon) \), and the following asymptotic estimates are valid on \( C(\varepsilon, a) \)

\[
u = O\left( |\ln \varepsilon| \right), \quad \frac{\partial u}{\partial n} = O\left( \frac{1}{\varepsilon} \right), \quad v = o(1), \quad \frac{\partial v}{\partial n} = O\left( \frac{1}{\sqrt{\varepsilon}} \right),
\]

(the last estimate follows from (1.6) and (1.3)). Therefore we have

\[
\lim_{\varepsilon \to 0} \int_{C(\varepsilon, a)} \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right) ds = 0.
\]

Taking the limit as \( \varepsilon \to 0 \) in (1.14), we get the statement of the theorem. \( \Box \)

Observe that the integral in the left-hand side of (1.13) is, by definition, assumed to be equal to

\[
\lim_{\varepsilon \to 0} \int \int_{D_\varepsilon} G(\zeta, z) \Delta u(\zeta) d\sigma.
\]

REMARK. The statement of Theorem 1.1 remains true even if the function \( u(z) \), in addition to singularities \( c_k \) on the boundary \( \Gamma \) of the region \( D \) whose behavior is determined by (1.12), has a finite set of singularities \( \mu_k, k = 1, \ldots, q \), such that on the arcs \( C(\varepsilon, \mu_k) \) the following asymptotic estimates hold (as \( \varepsilon \to 0 \))

\[
u = o\left( \frac{1}{\sqrt{\varepsilon}} \right), \quad \frac{\partial u}{\partial n} = O\left( \frac{1}{\varepsilon} \right).
\]

2. The Nevanlinna, Poisson-Jensen, and Shimizu–Ahlfors formulae

We are going to use several formulae connecting the behavior of a meromorphic function with the distribution of its zeros and poles. Most of the formulae we need are special cases of (1.13).
THEOREM 2.1. Let $D$ be a simply connected region with a piecewise analytic boundary $\Gamma$ and $f(z) \neq 0$ be a meromorphic function in $\bar{D}$. Then

$$\ln |f(z)| = \frac{1}{2\pi} \int_{\Gamma} \ln |f(\zeta)| \frac{\partial G}{\partial n} ds - \sum_{a_m \in D} G(a_m, z) + \sum_{b_n \in D} G(b_n, z),$$

(2.1)

where $a_m$'s are zeros of $f(z)$, and $b_n$'s are its poles.$^3$

PROOF. We apply Theorem 1.1 with $u(z) = \ln |f(z)|$. If $z$ is neither a pole nor a zero of $f(z)$, then $\Delta u(z) = 0$. Therefore the integral in the left-hand side of (1.13) is equal to zero. If the point $c_k$ is a zero (pole) of $f(z)$ of order $\chi_k$, then the equality (1.12) with $d_k = \chi_k$ ($d_k = -\chi_k$) is valid in the neighborhood of $c_k$. Therefore the right-hand side of (1.13) is equal to the right-hand side of (2.1). $\Box$

REMARK. The remark after Theorem 1.1 implies that the formula (2.1) remains valid if $f(z)$ is meromorphic everywhere in $\bar{D}$ except possibly finitely many singular points $\mu_k \in \Gamma, k = 1, ..., q$, such that in the intersection of a small enough neighborhood of $\mu_k$ with $\bar{D}$ the function $f(z)$ admits a representation

$$f(z) = g_k((z - \mu_k)^{\alpha_k}),$$

where $g_k(\zeta)$ are functions meromorphic in the neighborhood of $\zeta = 0$, and $\alpha_k > 0$ are some constants ($k = 1, ..., q$).

One of the most important special cases of the formula (2.1) is the case when $D$ is a disc $\{|z| < R\}$.

THEOREM 2.2. Let $f(z) \neq 0$ be a meromorphic function in $\{|z| \leq R\}$. Then the following formula, called the Poisson-Jensen formula, holds:

$$\ln |f(z)| = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(Re^{i\theta})| Re\left[\frac{Re^{i\theta} + z}{Re^{i\theta} - z}\right] d\theta$$

$$- \sum_{|a_m| < R} \ln \left|\frac{R^2 - a_m z}{R(z - a_m)}\right| + \sum_{|b_n| < R} \ln \left|\frac{R^2 - b_n z}{R(z - b_n)}\right|,$$

(2.2)

where $a_m$'s are zeros of $f(z)$, and $b_n$'s are its poles.

The proof immediately follows from the formulae (1.4), (1.8), and (1.9).

Applying (2.1) to the half-disc $D = \{|z| < R, \text{Im} z > 0\}$, and using the identities (1.5), (1.6), and (1.11), we get the following result.

$^3$Summands related to multiple zeros and poles are repeated in the right hand side of (2.1) an appropriate number of times.
Theorem 2.3. Let \( f(z) \neq 0 \) be a meromorphic function in the half-disc \( \{|z| \leq R, \Im z \geq 0\} \). Then

\[
\ln |f(z)| = \frac{1}{\pi} \int_{-R}^{R} \ln |f(t)| \left\{ \frac{r \sin \varphi - R^2 r \sin \varphi}{|z-t|^2 - |R-t|^2} \right\} dt \\
+ \frac{1}{2\pi} \int_{0}^{\pi} \ln |f(Re^{i\theta})| \left\{ \frac{R^2 - r^2}{|Re^{i\theta} - z|^2} - \frac{R^2 - r^2}{|Re^{-i\theta} - z|^2} \right\} d\theta
\]

(2.3)

where \( a_m \)'s are zeros of the function \( f(z) \), and \( b_n \)'s are its poles.

Remark. The formulae (2.2) and (2.3) are valid for functions \( f(z) \) satisfying the conditions of the remark after Theorem 2.1 in the disc \( \{|z| \leq R\} \) and the half-disc \( \{|z| \leq R, \Im z \geq 0\} \), respectively.

Theorem 2.4. Let \( f(z) \) be a non-identically zero function meromorphic in the disc \( \{|z| \leq R\} \). The following formulae hold (the last of them under the assumption \( f(0) \neq 0, \infty \)):

\[
\ln f(z) = \frac{1}{2\pi} \int_{0}^{2\pi} \ln |f(Re^{i\theta})| \frac{Re^{i\theta} + z}{Re^{i\theta} - z} d\theta \\
- \sum_{|a_m| < R} \ln \frac{R^2 - a_m z}{R(z - a_m)} + \sum_{|b_n| < R} \ln \frac{R^2 - b_n z}{R(z - b_n)} + iC;
\]

(2.4)

\[
\frac{d^p}{dz^p} \ln f(z) = \frac{1}{2\pi} \int_{0}^{2\pi} \ln |f(Re^{i\theta})| \frac{p! 2Re^{i\theta}}{(Re^{i\theta} - z)^{p+1}} d\theta \\
+ (p-1)! \sum_{|a_m| < R} \left( \frac{\hat{a}_m^p}{(R^2 - a_m z)^p} - \frac{(-1)^p}{(z - a_m)^p} \right) \\
- (p-1)! \sum_{|b_n| < R} \left( \frac{b_n^p}{(R^2 - b_n z)^p} - \frac{(-1)^p}{(z - b_n)^p} \right);
\]

(2.5)

\[
\frac{d^p}{dz^p} \ln f(z) \bigg|_{z=0} = \frac{2p!}{R^p} \frac{1}{2\pi} \int_{0}^{2\pi} \ln |f(Re^{i\theta})| e^{-ip\theta} d\theta \\
+ (p-1)! \sum_{|a_m| < R} \left( \frac{\hat{a}_m^p}{R^2 z^p} - \frac{1}{a_m^p} \right) - (p-1)! \sum_{|b_n| < R} \left( \frac{b_n^p}{R^2 z^p} - \frac{1}{b_n^p} \right),
\]

(2.6)

where \( C \) is a real constant, \( p = 1, 2, 3, \ldots \); \( a_m \)'s are zeros of the function \( f(z) \), and \( b_n \)'s are its poles.

Proof. The functions in both sides of (2.4) are analytic as functions of \( z \). By Theorem 2.2 the real parts of these functions coincide. By Cauchy-Riemann equations it follows that the functions are equal up to a purely imaginary additive constant. The validity of (2.4) follows. The formula (2.5) follows from (2.4) by differentiation. Finally, the formula (2.6) follows from (2.5) if we let \( z = 0 \). \( \square \)
Observe that in the case when \( f(z) \) does not have poles and zeros in \( \{|z| \leq R\} \),
the formula (2.4) coincides with the classical Schwartz formula written for \( \ln f(z) \).
We refer to (2.1) and (2.3)-(2.6) as the Nevanlinna formulae.

**Exercise.** Obtain analogues of (2.4) and (2.5) for functions meromorphic in
the half-disc \( \{|z| \leq R, \text{Im} z \geq 0\} \).

**Theorem 2.5.** Let \( f(z) \neq 0 \) be a function meromorphic in the disc \( \{|z| \leq R\} \) and let
\[
(2.7) \quad f(z) = c_\lambda z^\lambda + c_{\lambda+1} z^{\lambda+1} + \ldots, c_\lambda \neq 0
\]
be its Laurent expansion in the neighborhood of \( z = 0 \). Then the following formula
(called the Jensen formula) holds:
\[
(2.8) \quad \ln |c_\lambda| = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(Re^{i\theta})| d\theta - \sum_{0 < |a_m| < R} \ln \frac{R}{|a_m|} + \sum_{0 < |b_n| < R} \ln \frac{R}{|b_n|} + o(1) + \lambda \ln \frac{|z|}{R},
\]
where \( a_m \)'s are zeros of \( f(z) \), and \( b_n \)'s are its poles.

**Proof.** Let \( z \to 0 \) in the Poisson-Jensen formula. For sums in the right-hand side we get
\[
- \sum_{|a_m| < R} + \sum_{|b_n| < R} = - \sum_{0 < |a_m| < R} + \sum_{0 < |b_n| < R} + \lambda \ln \frac{|z|}{R}
= - \sum_{0 < |a_m| < R} \ln \frac{R}{|a_m|} + \sum_{0 < |b_n| < R} \ln \frac{R}{|b_n|} + o(1) + \lambda \ln \frac{|z|}{R}.
\]
Since in the left-hand side we get
\[
\ln |f(z)| = \lambda \ln |z| + \ln |c_\lambda| + o(1),
\]
the formula (2.8) follows. \( \square \)

**Theorem 2.6.** Let \( f(z) \neq 0 \) be a function meromorphic in the disc \( \{|z| \leq R\} \).
If \( f(0) \neq \infty \), then the following formula (called the Shimizu-Ahlfors formula) holds:
\[
(2.9) \quad \frac{1}{\pi} \int_{|z| \leq R} \left( \ln \frac{R}{|z|} \right) \frac{|f'(z)|^2}{(1 + |f(z)|^2)^2} d\sigma(z)
= \frac{1}{2\pi} \int_0^{2\pi} \ln \sqrt{1 + |f(Re^{i\theta})|^2} d\theta - \ln \sqrt{1 + |f(0)|^2} + \sum_{|b_n| < R} \ln \frac{R}{|b_n|},
\]
where \( b_n \)'s are poles of \( f(z) \). In the case \( f(0) = \infty \) the right-hand side should be
replaced by
\[
\frac{1}{2\pi} \int_0^{2\pi} \ln \sqrt{1 + |f(Re^{i\theta})|^2} d\theta - \ln |c_\lambda| - \lambda \ln R + \sum_{0 < |b_n| < R} \ln \frac{R}{|b_n|},
\]
where \( c_\lambda \) is the same as in (2.7).
Proof. We use Theorem 1.1 with \( u(z) = \ln \sqrt{1 + |f(z)|^2} \), \( D = \{ |z| \leq R \} \). To compute \( \Delta u \) we let \( A(z) = \text{Re} f(z) \), \( B(z) = \text{Im} f(z) \). Then

\[
u = \frac{1}{2} \ln(1 + A^2 + B^2), \quad \frac{\partial u}{\partial x} = \frac{A \frac{\partial A}{\partial x} + B \frac{\partial B}{\partial x}}{1 + A^2 + B^2},
\]

\[
\frac{\partial^2 u}{\partial x^2} = \frac{1}{(1 + A^2 + B^2)^2} \left\{ \left( \frac{\partial A}{\partial x} \right)^2 + \left( \frac{\partial B}{\partial x} \right)^2 + A \frac{\partial^2 A}{\partial x^2} + B \frac{\partial^2 B}{\partial x^2} \right\} \times (1 + A^2 + B^2) - 2 \left( A \frac{\partial A}{\partial x} + B \frac{\partial B}{\partial x} \right)^2,
\]

\[
\frac{\partial^2 u}{\partial y^2} = \frac{1}{(1 + A^2 + B^2)^2} \left\{ \left( \frac{\partial A}{\partial y} \right)^2 + \left( \frac{\partial B}{\partial y} \right)^2 + A \frac{\partial^2 A}{\partial y^2} + B \frac{\partial^2 B}{\partial y^2} \right\} \times (1 + A^2 + B^2) - 2 \left( A \frac{\partial A}{\partial y} + B \frac{\partial B}{\partial y} \right)^2.
\]

Since

\[
\Delta A = \Delta B = 0,
\]

\[
\left( \frac{\partial A}{\partial x} \right)^2 + \left( \frac{\partial B}{\partial x} \right)^2 = \left( \frac{\partial A}{\partial y} \right)^2 + \left( \frac{\partial B}{\partial y} \right)^2 = |f'(z)|^2,
\]

\[
\frac{\partial A \partial B}{\partial x \partial y} + \frac{\partial A \partial B}{\partial y \partial x} = 0,
\]

we get

\[
\Delta u = \frac{2|f'(z)|^2}{(1 + |f(z)|^2)^2}.
\]

Observe that in a neighborhood of a pole \( b_k \) of order \( \chi_k \) of the function \( f(z) \), the relation (1.12) is valid with \( c_k = b_k \), and \( d_k = -\chi_k \). Taking into account (1.4) and (1.8), we get

\[
\ln \sum \sqrt{1 + |f(z)|^2} + \frac{1}{\pi} \int \int_{|z| \leq R} \ln \left| \frac{R^2 - \zeta z}{R(z - \zeta)} \right| \left| \frac{f'(\zeta)}{|f'(\zeta)|^2} \right|^2 d\zeta d\bar{\zeta}
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \frac{R^2 - |z|^2}{|Re^{i\theta} - z|^2} \ln \sqrt{1 + |f(Re^{i\theta})|^2} d\theta + \sum_{|b_n| < R} \ln \left| \frac{R^2 - b_n z}{R(z - b_n)} \right|.
\]

If \( f(0) \neq \infty \), then, letting \( z = 0 \), we get (2.9). If \( f(0) = \infty \), we take into account that

\[
\ln \sqrt{1 + |f(z)|^2} = \lambda \ln |z| + \ln |c_\lambda| + o(1),
\]

\[
\sum_{|b_n| < R} \ln \left| \frac{R^2 - b_n z}{R(z - b_n)} \right| = \lambda \ln \frac{|z|}{R} + \sum_{0 < |b_n| < R} \ln \left| \frac{R}{|b_n|} \right| + o(1),
\]

when \( z \to 0 \). It remains only to let \( z \to 0 \) in (2.11). \( \square \)
3. The Carleman and Levin formulae

Theorem 3.1. Let \( f(z) \) be a non-identically-zero function in the semi-annulus \( \{0 < R_0 \leq |z| \leq R, \, \text{Im} \, z \geq 0\} \). Then the following formula (called the Carleman formula) holds

\[
\sum_m \left( \frac{1}{r_m} - \frac{r_m}{R^2} \right) \sin \varphi_m - \sum_n \left( \frac{1}{\rho_n} - \frac{\rho_n}{R^2} \right) \sin \psi_n
\]

\[
= \frac{1}{2\pi} \int_{R_0}^{R} \left( \frac{1}{t^2} - \frac{1}{R^2} \right) \ln |f(t)f(-t)| \, dt + \frac{1}{\pi R} \int_0^\pi \ln |f(Re^{i\theta})| \sin \theta \, d\theta
\]

\[
+ Q(R, R_0; f),
\]

where \( r_m e^{i\varphi_m} \)'s are the zeros, and \( \rho_n e^{i\psi_n} \)'s are the poles of the function \( f(z) \) in \( \{R_0 < |z| < R, \, \text{Im} \, z > 0\} \), and \( Q(R, R_0; f) = O(1) \) as \( R \to \infty \).

We start by proving the following analog of Theorem 1.1.

Theorem 3.2. Let \( D = \{R_0 < |z| < R, \, \text{Im} \, z > 0\} \), and let the function \( u(z) \) satisfy the conditions of Theorem 1.1. Then

\[
-\frac{1}{2\pi} \iint_D \left[ \text{Im} \left( \frac{1}{\zeta} + \frac{\zeta}{R^2} \right) \right] \Delta u(\zeta) \, d\sigma(\zeta)
\]

\[
= \frac{1}{2\pi} \int_{R_0}^{R} \left( \frac{1}{t^2} - \frac{1}{R^2} \right) [u(t) + u(-t)] \, dt + \frac{1}{\pi R} \int_0^\pi u(Re^{i\theta}) \sin \theta \, d\theta
\]

\[
+ \sum_{c_k \in D} \text{Im} \left( \frac{1}{c_k} + \frac{c_k}{R^2} \right) + Q^{(1)}(R, R_0; u),
\]

where \( Q^{(1)}(R, R_0; u) = O(1) \).

Proof. First we consider the case when none of the points \( c_k \) belongs to \( \{|z| = R_0, \, \text{Im} \, z \geq 0\} \). We exclude from \( D \) discs of sufficiently small radius \( \varepsilon \) centered at \( c_1, \ldots, c_q \). We use the second Green formula for the obtained region with

\[
u = u(\zeta), \quad v = -\text{Im} \left( \frac{1}{\zeta} + \frac{\zeta}{R^2} \right).
\]

It is easy to see that the function \( v(\zeta) \) satisfies the conditions:

a) \( \Delta v = 0 \);

b) For \( \zeta \) in the semi-circle \( \{|z| = R, \, \text{Im} \, z \geq 0\} \) the following conditions are satisfied

\[
v = 0, \quad \frac{\partial v}{\partial n} = \frac{2}{R^2} \sin \theta, \quad \zeta = Re^{i\theta};
\]

c) For \( \zeta \) in the line segments \( \{z = t, \, R_0 < t < R\} \) and \( \{z = t, \, -R < t < -R_0\} \) the following equalities are satisfied

\[
v = 0, \quad \frac{\partial v}{\partial n} = \frac{1}{t^2} - \frac{1}{R^2}.
\]

Let \( \varepsilon \to 0 \). Computing integrals over the boundaries of the excluded discs using an argument similar to the one used in the proof of Theorem 1.1, we get the formula...
(3.2) with

\[ Q^{(1)}(R, R_0; u) = \frac{1}{2\pi} \int_{|\zeta|=R_0} \frac{1}{R^2} \left( \frac{u}{R} - v \right) \frac{\partial}{\partial \zeta} ds \]

\[ = -\frac{1}{2\pi} \int_0^\pi \left[ u(R_0 e^{i\theta}) \left( \frac{1}{R_0^2} + \frac{1}{R^2} \right) \sin \theta + \left( \frac{1}{R_0^2} - \frac{R_0^2}{R^2} \right) \sin \theta \frac{\partial}{\partial \theta} u(R_0 e^{i\theta}) \right] \times R_0 d\theta = O(1) \text{ as } R \to \infty. \]

We shall get rid of the condition that none of the points \( c_k \) belongs to \( \{|z| = R_0, \, \text{Im} \, z \geq 0\} \) in the following way. We choose \( R_0' > R_0 \) in such a way that the semi-circle \( \{|z| = R_0', \, \text{Im} \, z \geq 0\} \) does not contain points \( c_k \). We write the formula (3.2) for the region \( D' = \{R_0 < |z| < R_0', \, \text{Im} \, z > 0\} \). Then we set

\[ Q^{(1)}(R, R_0; u) = Q^{(1)}(R, R_0'; u) - \frac{1}{2\pi} \int_{R_0}^{R_0'} \left( \frac{1}{R^2} - \frac{1}{R_0^2} \right) [u(t) + u(-t)] dt \]

\[ - \sum_{c_k \in \partial D \setminus D'} d_k \text{Im} \left( \frac{1}{c_k} + \frac{c_k}{R^2} \right) + \frac{1}{2\pi} \int_{D \setminus D'} \left[ -\text{Im} \left( \frac{1}{\zeta} + \frac{\zeta}{R^2} \right) \right] \Delta u(\zeta) d\sigma(\zeta). \]

It is easy to see that \( Q^{(1)}(R, R_0; u) = O(1) \) as \( R \to \infty \), and that the equation (3.2) is satisfied. \( \square \)

Theorem 3.1 can be derived from Theorem 3.2 if we let \( u(\zeta) = \ln |f(\zeta)| \) (cf. proof of Theorem 2.1); we take into account, also, the equalities

\[ -\text{Im} \left( \frac{1}{\zeta} + \frac{\zeta}{R^2} \right) = \left( \frac{1}{r} - \frac{r}{R^2} \right) \sin \theta, \quad \zeta = re^{i\theta} \]

Letting \( u(z) = \ln \sqrt{1 + |f(z)|^2} \) in (3.2), and using (2.10), we get an analog of the Shimizu–Ahlfors formula.

**Theorem 3.3.** Let \( f(z) \not\equiv 0 \) be a function meromorphic in the semi-annulus \( \{0 < R_0 \leq |z| \leq R, \, \text{Im} \, z \geq 0\} \). Then

\[ \frac{1}{\pi} \int_{R_0}^R \int_0^\pi \left( \frac{1}{r} - \frac{r}{R^2} \right) \sin \theta \frac{|f'(re^{i\theta})|^2}{(1 + |f(re^{i\theta})|^2)^2} r \, dr \, d\theta \]

\[ = \frac{1}{2\pi} \int_{R_0}^R \left( \frac{1}{r^2} - \frac{1}{R^2} \right) \ln \sqrt{(1 + |f(t)|^2)(1 + |f(-t)|^2)} dt \]

\[ + \frac{1}{\pi R} \int_0^\pi \ln \sqrt{1 + |f(R e^{i\theta})|^2} \sin \theta d\theta \]

\[ + \sum_n \frac{1}{\rho_n - \rho_n} \sin \psi_n + Q^{(2)}(R, R_0; f), \]

where \( \rho_n e^{i\psi_n} \)'s are the poles of \( f(z) \), and \( Q^{(2)}(R, R_0; f) = O(1) \) as \( R \to \infty \).

Let us turn to the Levin formula.
THEOREM 3.4. Let \( f(z) \) be a non-identically-zero function, meromorphic in the domain \( \left\{ \left| z - \frac{R}{2} \right| \leq \frac{R}{2} \right\} \cup \left\{ |z| \leq R_0 \right\}, \ 0 < R_0 < R. \) Then

\[
\sum_{m} \left( \frac{\sin \varphi_m}{r_m} - \frac{1}{R} \right) - \sum_{n} \left( \frac{\sin \psi_n}{\rho_n} - \frac{1}{R} \right) \tag{3.3}
\]

where \( r_m e^{i\theta} \)’s are zeros and \( \rho_n e^{i\psi} \)'s are poles of the function \( f(z) \) belonging to the domain \( \left\{ \left| z - \frac{R}{2} \right| < \frac{R}{2}, \ |z| > R_0 \right\} \); and \( \tilde{Q}(R, R_0; f) = O(1) \) as \( R \to \infty. \)

We shall derive this theorem from a suitable analog of Theorem 1.1.

THEOREM 3.5. Let \( D = \left\{ \left| z - \frac{R}{2} \right| \leq \frac{R}{2} \ | z \rangle > R_0 \right\}, \) and let \( u(z) \) satisfy the conditions of Theorem 1.1 in the domain \( D \cup \left\{ |z| < R_1 \right\}, \ R_0 < R_1 < R. \) Then

\[
-\frac{1}{2\pi} \int_{D} \text{Im} \left( \frac{1}{\zeta} + \frac{i}{R} \right) \Delta u(\zeta) d\sigma(\zeta) = \frac{1}{2\pi} \int_{\pi - \arcsin(R_0 R^{-1})}^{\arcsin(R_0 R^{-1})} u(R \sin \theta e^{i\theta}) \left\{ \begin{array}{l}
\frac{d\theta}{R \sin^2 \theta} + \sum_{c_k \in D} d_k \text{Im} \left( \frac{1}{c_k} + \frac{i}{R} \right) + \tilde{Q}^{(1)}(R, R_0; u),
\end{array} \right\}
\tag{3.4}
\]

where \( \tilde{Q}^{(1)}(R, R_0; u) = O(1) \) as \( R \to \infty. \)

PROOF. The argument is similar to the one used in the proof of Theorems 1.1 and 3.2. First we assume that none of the points \( c_k \) belongs to the semi-circle \( \left\{ |z| = R_0, \ \text{Im} \ z > 0 \right\}. \) We delete from the domain \( D \) discs of radius \( \varepsilon \) centered at \( c_1, \ldots, c_q, \) and use the second Green formula for the obtained region with

\[
u = u(\zeta), \quad v = -\text{Im} \left( \frac{1}{\zeta} + \frac{i}{R} \right).
\]

Letting \( \varepsilon \to 0 \) and observing that for \( z \) from the set \( \left\{ \left| z - \frac{R}{2} \right| = \frac{R}{2}, \ |z| \geq R_0 \right\} = \left\{ z = R \sin \theta e^{i\theta}, \arcsin(R_0 R^{-1}) \leq \theta \leq \pi - \arcsin(R_0 R^{-1}) \right\}, \) we have

\[
\frac{\partial v}{\partial n} = \frac{1}{R^2 \sin^2 \theta},
\]

we get formula (3.4), furthermore

\[
\tilde{Q}^{(1)}(R, R_0; u) = \frac{1}{2\pi} \int_{\arcsin(R_0 R^{-1})}^{\pi - \arcsin(R_0 R^{-1})} \left\{ u(R_0 e^{i\theta}) \left( -\frac{\sin \theta}{R^2} \right) \right\}
- \left( \frac{\sin \theta}{R_0} - \frac{1}{R} \right) \frac{\partial}{\partial R_0} u(R_0 e^{i\theta}) \right\} R_0 d\theta = O(1) \text{ as } R \to \infty.
\]

If the semi-circle \( \left\{ |z| = R_0, \ \text{Im} \ z > 0 \right\} \) contains some of the points \( c_k, \) then we first use the formula (3.4) for the domain \( D' = \left\{ \left| z - \frac{R}{2} \right| < \frac{R}{2}, \ |z| > R_0' \right\}, \) where \( R_0', \ R_0 < R_0' < R, \) is chosen in such a way that \( \left\{ |z| = R_0', \ \text{Im} \ z > 0 \right\} \) does not contain points \( c_k. \) We get the result for the region \( D \) in a way similar to the one used at the end of the proof of Theorem 3.2. \( \square \)
We get Theorem 3.4 from Theorem 3.5 by letting \( u(\zeta) = \ln |f(\zeta)| \). If we let \( u(\zeta) = \ln \sqrt{1 + |f(\zeta)|^2} \), we get the following analog of the Shimizu–Ahlfors formula.

**Theorem 3.6.** Let \( f(z) \) be a non-identically-zero function meromorphic in the domain \( \left\{ |z - \frac{i}{2}| \leq \frac{R}{2} \right\} \cup \{ |z| \leq R_0 \}, 0 < R_0 < R \). Then

\[
\frac{1}{\pi} \int \int_{|z - \frac{i}{2}| \leq \frac{R}{2}, |z| \geq R_0} \left( \frac{\sin \theta}{r} - \frac{1}{R} \right) \left| \frac{f'(re^{i\theta})}{1 + |f(re^{i\theta})|^2} \right|^2 r^2 \sin \theta \, dr \, d\theta = \frac{1}{\pi} \int_{\pi - \arcsin(R,R^{-1})}^{\pi - \arcsin(R,R^{-1})} \ln \sqrt{1 + |f(R\sin \theta e^{i\phi})|^2} \, \frac{d\theta}{R\sin^2 \theta} + \sum_n \left( \frac{\sin \psi_n}{\rho_n} - \frac{1}{R} \right) + \tilde{Q}^{(2)}(R,R_0; f),
\]

where \( \rho_n e^{i\psi_n} \)'s are poles of \( f(z) \) belonging to the domain \( \{ |z - \frac{i}{2}| < \frac{R}{2}, |z| > R_0 \} \), and \( \tilde{Q}^{(2)}(R,R_0; f) = O(1) \) as \( R \to \infty \).

4. The Nevanlinna characteristics. The first fundamental theorem of the value distribution theory

Let \( f(z) \) be a meromorphic function. We shall introduce several real functions defined on \([0, \infty)\) which characterize the behavior of \( f(z) \). The functions to be introduced will be called the Nevanlinna characteristics of \( f(z) \).

The number of poles of \( f(z) \) in the disc \( \{ |z| \leq r \} \) will be denoted by \( n(r,f) \); we assume that a pole of order \( m \) contributes \( m \) to the value of \( n(r,f) \). It is clear that \( n(r,f) \) is integer-valued, non-decreasing, and right semi-continuous on \([0, \infty)\). A point \( r_0 \in (0, \infty) \) is a point of discontinuity for \( n(r,f) \) if and only if the circle \( \{ |z| = r_0 \} \) contains poles of \( f(z) \), the value of the jump at \( r_0 \) is equal to the number of such poles. The set of points of discontinuity of \( n(r,f) \) cannot have limit points in \([0, \infty)\), therefore on each interval \([a, b] \subset [0, \infty)\) the function \( n(r,f) \) is piecewise constant.

Let

\[
N(r,f) = \int_0^r \frac{n(t,f) - n(0,f)}{t} \, dt + n(0,f) \ln r.
\]

This characteristic also describes the location of poles of \( f(z) \). The function \( N(r,f) \) is a continuous non-decreasing function on \((0, \infty)\). Furthermore, as a function of \( \ln r \), this function is convex, that is, \( N(e^u,f) \) is a convex function of \( u \) for \(-\infty < u < \infty \). In fact, since

\[
N(e^u,f) = \int_{-\infty}^u [n(e^v,f) - n(0,f)] \, dv + n(0,f)u,
\]

then \( N(e^u,f) \) is an integral of a non-decreasing function. It is worth mentioning that the characteristics \( n(r,f) \) and \( N(r,f) \) take into account the absolute values of poles of \( f(z) \) only.

Characteristics \( N(r,f) \) is useful because it is related, in a natural way, to the Jensen formula (2.8). The Jensen formula can be written as

\[
N \left( r, \frac{1}{r} \right) - N(r,f) = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\theta})| \, d\theta - \ln |c_\lambda|.
\]
This statement follows from the equalities

\[
\sum_{0 < |b_n| < r} \ln \frac{r}{|b_n|} = N(r, f) - n(0, f) \ln r,
\]

\[
\sum_{0 < |a_m| < r} \ln \frac{r}{|a_m|} = N \left( r, \frac{1}{f} \right) - n \left( 0, \frac{1}{f} \right) \ln r,
\]

\[-\lambda = n(0, f) - n \left( 0, \frac{1}{f} \right),\]

where \(a_m\)'s are zeros of \(f(z)\), \(b_n\)'s are its poles, and the number \(\lambda\) is determined from (2.7). The validity of the third equality is obvious, the other two can be obtained by using properties of the Stieltjes integral. In fact,

\[
\sum_{0 < |b_n| < r} \ln \frac{r}{|b_n|} = \int_{0}^{r} \ln \frac{r}{t} dn(t, f) = \int_{0}^{r} \ln \frac{r}{t} d[n(t, f) - n(0, f)]
\]

\[
= \ln \frac{r}{t} [n(t, f) - n(0, f)]|_{0}^{r} + \int_{0}^{r} \frac{n(t, f) - n(0, f)}{t} dt
\]

\[
= \int_{0}^{r} \frac{n(t, f) - n(0, f)}{t} dt.
\]

In order to introduce other characteristics we need the function \(\ln^+ x\), defined on the semi-axis \(\{x \geq 0\}\) by the equality

\[\ln^+ x = \max(\ln x, 0).\]

The following relations are obvious:

\[(4.2) \quad \ln x = \ln^+ x - \ln^+ \frac{1}{x}, \quad |\ln x| = \ln^+ x + \ln^+ \frac{1}{x}, \quad \ln^+ x = \ln x^+,
\]

where \(x \geq 0, x^+ = \max(x, 1)\). We need also the following inequalities:

\[(4.3) \quad \ln^+ \left| \prod_{\nu=1}^{n} x_\nu \right| \leq \sum_{\nu=1}^{n} \ln^+ |x_\nu|,
\]

\[(4.4) \quad \ln^+ \left| \sum_{\nu=1}^{n} x_\nu \right| \leq \sum_{\nu=1}^{n} \ln^+ |x_\nu| + \ln n,
\]

\[(4.5) \quad |\ln^+ |x_1| - \ln^+ |x_2|| \leq \ln \left| \frac{x_1}{x_2} \right|,
\]

\[(4.6) \quad |\ln^+ |x_1| - \ln^+ |x_2|| \leq \ln^+ |x_1 - x_2| + \ln 2,
\]

where \(x_1, x_2, ..., x_n\) are arbitrary complex numbers. Inequalities (4.3) and (4.4) can be obtained in the following way:

\[
\ln^+ \left| \prod_{\nu=1}^{n} x_\nu \right| = \ln^+ \left( \prod_{\nu=1}^{n} |x_\nu| \right) \leq \ln^+ \left( \prod_{\nu=1}^{n} |x_\nu|^+ \right)
\]

\[
= \ln \left( \prod_{\nu=1}^{n} |x_\nu|^+ \right) = \sum_{\nu=1}^{n} \ln |x_\nu|^+ = \sum_{\nu=1}^{n} \ln^+ |x_\nu|;
\]
\[
\ln^+ \left| \sum_{\nu=1}^{n} x_{\nu} \right| \leq \ln^+ \left( \sum_{\nu=1}^{n} |x_{\nu}| \right) \leq \ln^+ \left( \sum_{\nu=1}^{n} |x_{\nu}|^\nu \right) = \ln \left( \sum_{\nu=1}^{n} |x_{\nu}|^\nu \right) \leq \ln \left( \max_{1 \leq \nu \leq n} |x_{\nu}|^\nu \right) + \ln n \leq \sum_{\nu=1}^{n} \ln |x_{\nu}|^\nu + \ln n = \sum_{\nu=1}^{n} \ln |x_{\nu}| + \ln n.
\]

Inequalities (4.5) and (4.6) follow from (4.3) and (4.4), respectively. In fact, the inequality (4.3) implies

\[
\ln^+ \left| x_1 \right| = \ln^+ \left| \frac{x_1}{x_2} \right| \leq \ln^+ \left| \frac{x_1}{x_2} \right| + \ln^+ \left| x_2 \right|,
\]

therefore, using the second of the relations (4.2), we get

\[
(4.5') \quad \ln^+ \left| x_1 \right| - \ln^+ \left| x_2 \right| \leq \ln \left| \frac{x_1}{x_2} \right|.
\]

Similarly, by (4.4)

\[
\ln^+ \left| x_1 \right| \leq \ln^+ \left( \left| x_1 - x_2 \right| + \left| x_2 \right| \right) \leq \ln^+ \left| x_2 \right| + \ln^+ \left| x_1 - x_2 \right| + \ln 2,
\]

hence

\[
(4.6') \quad \ln^+ \left| x_1 \right| - \ln^+ \left| x_2 \right| \leq \ln^+ \left| x_1 - x_2 \right| + \ln 2.
\]

Since the inequalities (4.5') and (4.6') are symmetric with respect to the variables \(x_1\) and \(x_2\), we can interchange their positions, and we get the inequalities (4.5) and (4.6).

Let

\[
m(r, f) = \frac{1}{2\pi} \int_{0}^{2\pi} \ln^+ |f(re^{i\varphi})| d\varphi.
\]

This function characterizes the growth of the function \(f(z)\). Later we shall see that \(m(r, f)\) is a continuous function of \(r\). We would like to mention only that the behavior of this function can be less regular than the behavior of the function \(N(r, f)\), which, as we have already mentioned, is a non-decreasing convex function of \(\ln r\).

**Example.** Let

\[
f(z) = \frac{3}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2(z-n)^2}.
\]

Then

\[
|f(z)| \leq \frac{3}{\pi^2} \sum_{n=1}^{\infty} \frac{2}{n^2} = 1
\]

outside the union of the discs \(\{|z-n| < \frac{1}{2}\}\), therefore \(m\left(n + \frac{1}{2}, f\right) = 0, n = 1, 2, \ldots\). At the same time, it is clear that \(m(n, f) > 0, n = 1, 2, \ldots\).

Let \(a \neq \infty\) be a complex number. The function \(m\left(r, \frac{1}{z-a}\right)\) characterizes the proximity of \(f(z)\) to \(a\) on the circle \(\{|z| = r\}\). It is clear that the functions
\[ n \left( r, \frac{1}{f-a} \right) \text{ and } N \left( r, \frac{1}{f-a} \right) \] characterize the moduli of the \( a \)-points of the function \( f(z) \), that is, the moduli of roots of the equation

\[ f(z) = a. \]

In the cases when the function \( f(z) \) we deal with is clear from context, we write \( m(r, a) \), \( n(r, a) \), and \( N(r, a) \) instead of \( m \left( r, \frac{1}{f-a} \right) \), \( n \left( r, \frac{1}{f-a} \right) \), and \( N \left( r, \frac{1}{f-a} \right) \).

Also, we shall write \( m(r, \infty) \), \( n(r, \infty) \), and \( N(r, \infty) \) instead of \( m(r, f) \), \( n(r, f) \), and \( N(r, f) \). We shall use also the notation \( m(r, a, f) \), \( n(r, a, f) \), \( N(r, a, f) \). We introduce the characteristic

\[ T(r, f) = m(r, f) + N(r, f). \]

It turns out that for each non-constant function \( f(z) \) the sum \( m(r, a) + N(r, a) \) is “almost independent” of \( a \). Roughly speaking, this means that if \( f(z) \) takes the value \( a \) more often than the value \( b \), then it “approaches” to \( a \) more slowly than it “approaches” to \( b \). The precise statement of this result is given in the following theorem, which Nevanlinna named “the first fundamental theorem of the value distribution theory”.

**Theorem 4.1.** Let \( f(z) \) be a non-constant meromorphic function. Then

\[ m(r, a) + N(r, a) = T(r, f) + \varepsilon(r, a) \]

for each complex number \( a \neq \infty \), where \( \varepsilon(r, a) = O(1) \) as \( r \to \infty \).

**Proof.** We use the Jensen formula in the form (4.1) for \( f(z) - a \) (we can do this because \( f(z) \) is non-constant). Since the poles of this function coincide with the poles of \( f(z) \), we get

\[ N \left( r, \frac{1}{f-a} \right) - N(r, f) = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi}) - a| d\varphi - \ln |c_\lambda(a)|, \]

where \( c_\lambda(a) \) is the first non-zero coefficient in the Laurent series of \( f(z) - a \) in the neighborhood of \( z = 0 \).

Since by the first of the equalities in (4.2) we have

\[ \frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi}) - a| d\varphi = m(r, f - a) - m \left( r, \frac{1}{f-a} \right), \]

then (4.1') can be rewritten in the form

\[ N \left( r, \frac{1}{f-a} \right) + m \left( r, \frac{1}{f-a} \right) = N(r, f) + m(r, f - a) - \ln |c_\lambda(a)|. \]

The inequality (4.6) implies that

\[ |\ln^+ |f - a| - \ln^+ |f|| \leq \ln^+ |a| + \ln 2, \]

therefore \(|m(r, f - a) - m(r, f)| \leq \ln^+ |a| + \ln 2\). Letting

\[ \varepsilon(r, a) = m(r, f - a) - m(r, f) - \ln |c_\lambda(a)|, \]

we get (4.7). To finish the proof, it remains to observe that

\[ |\varepsilon(r, a)| \leq \ln^+ |a| + \ln 2 + |\ln |c_\lambda(a)|| = O(1) \text{ as } r \to \infty. \]

\[ \square \]
Let us show that for a non-constant meromorphic function $f(z)$ the characteristic $T(r, f)$ tends to $\infty$ as $r \to \infty$, and hence the term $\varepsilon(r, a)$ in (4.7) can be regarded as unessential. Let $a = f(0)$, then $n(0, a) > 0$, and we have

$$N(r, a) = \int_0^r \frac{n(t, a) - n(0, a)}{t} dt + n(0, a) \ln r \geq n(0, a) \ln r \to \infty.$$  

Since $m(r, a)$ is non-negative, then (4.7) implies

$$T(r, f) \geq N(r, a) + O(1) \to \infty \text{ as } r \to \infty.$$  

Our next purpose is to find integral representations of the characteristics $T(r, f)$. We write $f(z)$ as a quotient

$$f(z) = \frac{f_1(z)}{f_2(z)},$$

where $f_1(z)$ and $f_2(z) = z^\lambda + c_{\lambda+1}z^{\lambda+1} + \ldots (\lambda \geq 0)$ are entire functions without common zeros. Let

$$u(z) = \max(|f_1(z)|, |f_2(z)|).$$

Then, despite the non-uniqueness of the choice of $f_1(z)$ and $f_2(z)$, we have

$$(4.8) \quad T(r, f) = \frac{1}{2\pi} \int_0^{2\pi} \ln u(re^{i\varphi}) d\varphi.$$  

In fact, it is easy to see that

$$\ln^+ |f(z)| = \ln u(z) - \ln |f_2(z)|,$$  

on the other hand, by the Jensen formula (4.1) we have

$$N \left( r, \frac{1}{f_2} \right) = \frac{1}{2\pi} \int_0^{2\pi} \ln |f_2(re^{i\varphi})| d\varphi.$$  

Since $N(r, f) = N \left( r, \frac{1}{f_2} \right)$, then

$$T(r, f) = m(r, f) + N(r, f) = \frac{1}{2\pi} \int_0^{2\pi} [\ln u(re^{i\varphi}) - \ln |f_2(re^{i\varphi})|] d\varphi$$

$$+ \frac{1}{2\pi} \int_0^{2\pi} \ln |f_2(re^{i\varphi})| d\varphi = \frac{1}{2\pi} \int_0^{2\pi} \ln u(re^{i\varphi}) d\varphi.$$  

Shimizu and Ahlfors proved a more refined theorem than Theorem 4.1. Also, their theorem admits an interesting geometric interpretation.

Denote the Riemann sphere by $S_0$, and the map inverse to the stereographic projection of $S_0$ onto the extended complex $w$-plane by $\omega = p(w)$. Let $w$ and $a$ be two different points in the extended complex plane. Denote by $[w, a]$ the length of the line segment joining the points $p(w)$ and $p(a)$ on the sphere $S_0$. Since the diameter of $S_0$ is equal to 1, then $[w, a] \leq 1$ for each pair of points. It is easy to check that

$$[w, a] = \frac{|w - a|}{\sqrt{1 + |w|^2} \sqrt{1 + |a|^2}}, \quad w, a \neq \infty,$$

$$[w, \infty] = \frac{1}{\sqrt{1 + |w|^2}}.$$  

The ratio between the length elements on $S_0$ and on $w$-plane is equal to

$$\frac{|dp(w)|}{|dw|} = \frac{1}{1 + |w|^2}.$$
and the ratio between the area elements $d\omega(w)$ on $S_0$ and $d\sigma(w)$ on $w$-plane is equal to
\[
\frac{d\omega(w)}{d\sigma(w)} = \left(\frac{|dp(w)|}{|dw|}\right)^2 = \frac{1}{(1 + |w|^2)^2}.
\]
We introduce the spherical derivative of a meromorphic function $f(z)$ by
\[
\mathcal{O}(z) = \frac{|f'(z)|}{1 + |f(z)|^2} = \frac{|dp(f(z))|}{|df(z)|} = \frac{|dp(f(z))|}{|dz|}.
\]
It is easy to see that the function $\mathcal{O}(z)$ is continuous at each finite point of the $z$-plane.

Suppose that the function $w = f(z)$ maps the disc $\{|z| \leq r\}$ onto the Riemann surface $F_r$. The average number of sheets of the surface $F_r$ can be determined as the quotient of the area of $F_r$ in the spherical metric and the area of the sphere $S_0$, that is $\pi$. If we denote the average number of sheets by $\bar{A}(r,f)$, we get
\[
\bar{A}(r,f) = \frac{1}{\pi} \text{area}(F_r) = \frac{1}{\pi} \iint_{F_r} d\omega(w) = \frac{1}{\pi} \iint_{|w| \leq \infty} n(r,w)d\omega(w).
\]
On the other hand
\[
\bar{A}(r,f) = \frac{1}{\pi} \iint_{F_r} d\omega(w) = \frac{1}{\pi} \iint_{|z| \leq r} \left(\frac{d\omega(w)}{d\sigma(z)}\right) d\sigma(z) = \frac{1}{\pi} \iint_{|z| \leq r} (\mathcal{O}(z))^2 d\sigma(z).
\]
Let $f(z)$ be a non-constant meromorphic function. If $f(0) \neq a$, we let
\[
\bar{m}(r,a) = \frac{1}{2\pi} \int_0^{2\pi} \ln \frac{1}{|f(re^{i\varphi},a)|} d\varphi - \ln \frac{1}{|f(0),a|},
\]
if $f(0) = a$, we let
\[
\bar{m}(r,a) = \frac{1}{2\pi} \int_0^{2\pi} \ln \frac{1}{|f(re^{i\varphi},a)|} d\varphi - \ln \frac{\sqrt{1 + |a|^2}}{|c_\lambda(a)|}, a \neq \infty,
\]
\[
\bar{m}(r,\infty) = \frac{1}{2\pi} \int_0^{2\pi} \ln \frac{1}{|f(re^{i\varphi},\infty)|} d\varphi - \ln |c_\lambda(0)|,
\]
where $c_\lambda(a)$ is the first non-zero coefficient in the Laurent series of $f(z) - a$ in the neighborhood of $z = 0$. Observe that the integral from the definition of $\bar{m}(r,a)$ is different from the one in the definition of $m(r,a)$: now the distance between $f(re^{i\varphi})$ and $a$ is not the plane distance, but the length of a chord of the Riemann sphere.

The function
\[
\bar{T}(r,f) = \int_0^r \frac{\bar{A}(t,f)}{t} dt
\]
is called the Shimizu–Ahlfors characteristic of $f(z)$. By the continuity of $\bar{O}(z)$, the function $\bar{A}(r,f)$ is a continuous function of $r$, and $\bar{A}(r,f) = O(r^2)$ as $r \to 0$, therefore the function $\bar{T}(r,f)$ is finite and continuous for $0 \leq r < \infty$. Since
\[
\frac{d\bar{A}(r,f)}{dr} = \frac{r}{\pi} \int_0^{2\pi} (\mathcal{O}(re^{i\varphi}))^2 d\varphi > 0 \text{ for } r > 0,
\]
then the function $\bar{A}(r,f)$ is strictly increasing on $[0,\infty)$, and the function $\bar{T}(r,f)$ is twice continuously differentiable and strictly increasing on $[0,\infty)$, and convex as
a function of $\ln r$. Also, the second derivative of $\hat{T}(r, f)$ with respect to $\ln r$ is continuous for $r \geq 0$ and positive for $r > 0$.

**Theorem 4.2.** Let $f(z)$ be a non-constant meromorphic function. Then

\[(4.9) \quad \hat{m}(r, a) + N(r, a) = \hat{T}(r, f)\]

for each complex number $a$ from the extended plane.

**Proof.** We need the equality

\[(4.10) \quad \hat{T}(r, f) = \frac{1}{\pi} \int \int_{|z| \leq r} \left( \frac{\ln \frac{r}{|z|}}{(f(z))^2} \right) d\sigma(z),\]

which can be obtained in the following way:

\[
\frac{1}{\pi} \int \int_{|z| \leq r} \left( \frac{\ln \frac{r}{|z|}}{(f(z))^2} \right) d\sigma(z) = \int_{0}^{r} \ln \frac{r}{t} \int_{0}^{2\pi} \left( \frac{1}{\pi} (f(te^{i\varphi}))^2 \right) dt \varphi d\varphi.
\]

Using the introduced notation, we can rewrite (2.9) from Theorem 2.6 in the form

\[(4.9') \quad \hat{T}(r, f) = \hat{m}(r, \infty) + N(r, \infty).\]

Thus (4.9) has been proved for $a = \infty$; observe that a similar equality for the Nevanlinna characteristic $T(r, f)$ is valid by definition.

Now assume $a \neq \infty$. Let

\[(4.11) \quad F(z, a) = \frac{1}{f(z) - a}.\]

Let us show that (a) $\hat{T}(r, F(z, a)) = \hat{T}(r, f)$, (b) the value $\hat{m}(r, \infty)$ for the function $F(z, a)$ coincides with the value $\hat{m}(r, a)$ for the function $f(z)$. Therefore the result will follow if we write the equality (4.9') for $F(z, a)$.

Using the identities

\[F'(z, a) = -\frac{1 + |a|^2}{(f(z) - a)^2} f'(z)\]

and

\[|f - a|^2 + |1 + \bar{a}f|^2 = (1 + |a|^2)(1 + |f|^2),\]

we get

\[\hat{F}(z, a) = \frac{|F'(z, a)|}{1 + |F(z, a)|^2} = \frac{(1 + |a|^2)|f'(z)|}{|f(z) - a|^2 + |1 + \bar{a}f(z)|^2} = \hat{f}(z).\]

As a consequence we get $\hat{A}(r, F(z, a)) = \hat{A}(r, f)$, and, hence, the statement (a).

The equation (4.11) implies

\[[F, \infty] = \frac{1}{\sqrt{1 + |F|^2}} = \frac{|f - a|}{\sqrt{|f - a|^2 + |1 + \bar{a}f|^2}} = \frac{|f - a|}{\sqrt{1 + |a|^2} \sqrt{1 + |f|^2}} = [f, a].\]
If \( f(0) \neq a \), this equality immediately implies (b). If \( f(0) = a \), we should take into account also the fact that the Laurent series for \( F(z, a) \) in the neighborhood of \( z = 0 \) is of the form

\[
F(z, a) = \frac{1 + |a|^2}{c_\lambda(a)} z^{-\lambda} + \ldots
\]

\[\square\]

\textbf{Remark.} The basic idea of the argument used to derive (4.9) from its particular case \( a = \infty \) is the following. The Möbius transformation

\[
w_1 = \frac{1 + \bar{a}w}{w - a}
\]

can be geometrically interpreted as the rotation of the Riemann sphere \( S_0 \) under which the image \( p(a) \) of the point \( a \) is mapped onto the North pole \( p(\infty) \) of \( S_0 \). If we use this idea, the argument becomes intuitively obvious.

Let us prove that Theorem 4.1 is a corollary of Theorem 4.2. To do this it is enough to show that

\[
|m(r, a) - \tilde{m}(r, a)| < d(a),
\]

where \( d(a) \), \( 0 < d(a) < \infty \), depends on \( a \) only.

For \( a \neq \infty \) we have

\[
\frac{1}{|f, a|} = \frac{\sqrt{1 + |f|^2} \sqrt{1 + |a|^2}}{|f - a|} \geq \left( \frac{1}{|f - a|} \right)^\wedge;
\]

\[
\frac{1}{|f, a|} \leq \frac{\sqrt{1 + (|f - a| + |a|^2) \sqrt{1 + |a|^2}}}{|f - a|} \leq \frac{1 + |f - a| + |a| \sqrt{1 + |a|^2}}{|f - a|} \leq \left( \frac{1 + |a|}{|f - a|} + 1 \right) (1 + |a|) \leq \left( \frac{1}{|f - a|} \right)^\wedge (2 + |a|)^2.
\]

Hence

\[
\ln + \frac{1}{|f - a|} \leq \ln \frac{1}{|f, a|} \leq \ln + \frac{1}{|f - a|} + 2 \ln(2 + |a|),
\]

and we get (4.12). It is obvious that

\[
|f|^\wedge \leq \frac{1}{|f, \infty|} \leq |f|^\wedge \sqrt{2},
\]

therefore

\[
\ln + |f| \leq \ln \frac{1}{|f, \infty|} \leq \ln + |f| + \frac{1}{2} \ln 2,
\]

and (4.12) remains true for \( a = \infty \).

Observe that (4.12) implies

\[
|T(r, f) - \tilde{T}(r, f)| \leq d_1(f),
\]

where \( d_1(f) = \frac{1}{2} \ln(2 + 2|f(0)|^2) \) if \( f(0) \neq \infty \), and \( d_1(f) = \frac{1}{2} \ln 2 + \ln |c_\lambda(0)| \) if \( f(0) = \infty \), that is, the characteristics \( T(r, f) \) and \( \tilde{T}(r, f) \) have a bounded difference as \( r \to \infty \).
EXERCISE. Prove the following formula, similar to (4.8):

\[ \mathcal{T}^\circ (r, f) = \frac{1}{2\pi} \int_0^{2\pi} \ln v(r e^{i\varphi}) d\varphi - \ln v(0), \]

where

\[ v(z) = \sqrt{|f_1(z)|^2 + |f_2(z)|^2}, \]

and \( f_1(z), f_2(z) \) have the same meaning as in the definition of the function \( u(z) \) used in (4.8). (Hint. Use the equality \( \ln v(z) = \ln \sqrt{1 + |f(z)|^2} - \ln |f_2(z)| \), the Jensen formula for \( f_2(z) \), and (4.9').)

As we have already mentioned, the characteristic \( \mathcal{T}^\circ (r, f) \) is a non-decreasing convex function of \( \ln r \). It turns out that the same statement is valid for \( T(r, f) \). This fact is not a trivial one because the behavior of the term \( m(r, f) \) in the sum \( m(r, f) + N(r, f) \) can be quite irregular (see the example on p. 14). We shall use the following theorem of H. Cartan.

THEOREM 4.3. Let \( f(z) \) be a non-constant meromorphic function. Then

(4.13)

\[ T(r, f) = \frac{1}{2\pi} \int_0^{2\pi} N(r, e^{i\theta}) d\theta + d(f), \]

where the constant \( d(f) \) does not depend on \( r \).

PROOF. Observe that in passing we shall prove measurability of \( N(r, e^{i\theta}) \) as a function of \( \theta \).

Since \( N(r, a) \) is non-decreasing convex in \( \ln r \), then (4.13) immediately implies that \( T(r, f) \) is also non-decreasing convex in \( \ln r \).

We need the formula:

(4.14)

\[ \frac{1}{2\pi} \int_0^{2\pi} \ln |w - e^{i\theta}| d\theta = \ln^+ |w| \]

and the inequality

(4.15)

\[ \frac{1}{2\pi} \int_0^{2\pi} |\ln |w - e^{i\theta}|| d\theta \leq \ln^+ |w| + 2 \ln 2. \]

The formula (4.14) can be proved in the following way. We use (2.8) for \( f(z) = w - z \) and \( R = 1 \). If \( |w| \geq 1 \), then this function does not have zeros and poles in the disc \( \{|z| < 1\} \), and we get

\[ \ln |w| = \frac{1}{2\pi} \int_0^{2\pi} \ln |w - e^{i\theta}| d\theta. \]

If \( 0 < |w| < 1 \), then \( f(z) \) has, in \( \{|z| < 1\} \), a zero at \( w \), and (2.8) implies

\[ \ln |w| = \frac{1}{2\pi} \int_0^{2\pi} \ln |w - e^{i\theta}| d\theta - \ln \frac{1}{|w|}. \]

Thus (4.14) has been proved for \( w \neq 0 \). For \( w = 0 \) the formula is obvious. Further, using (4.2), we get

\[ \frac{1}{2\pi} \int_0^{2\pi} \ln |w - e^{i\theta}| d\theta \]

\[ = -\frac{1}{2\pi} \int_0^{2\pi} \ln |w - e^{i\theta}| d\theta + 2 \cdot \frac{1}{2\pi} \int_0^{2\pi} \ln^+ |w - e^{i\theta}| d\theta. \]
Observing that \( \ln^+ |w - e^{i\theta}| \leq \ln^+ |w| + \ln 2 \), and using (4.14), we get (4.15).

We turn to the proof of Theorem 4.3. First we assume that \( f(0) \neq \infty \). We apply the Jensen formula (4.1) to \( f(z) - e^{i\theta} \). If \( f(0) \neq e^{i\theta} \), we get

\[
N(r, e^{i\theta}) - N(r, \infty) = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi}) - e^{i\theta}| d\varphi - \ln |f(0) - e^{i\theta}|.
\]

The right-hand side of this equality is measurable in \( \theta \). Since the equality holds for all \( \theta \in [0, 2\pi) \), except possibly one (for which \( e^{i\theta} = f(0) \)), then \( N(r, e^{i\theta}) \) is also measurable in \( \theta \) on \([0, 2\pi)\). We integrate the equality (4.16) over \([0, 2\pi] \) and divide the result by \( 2\pi \). We get

\[
\frac{1}{2\pi} \int_0^{2\pi} N(r, e^{i\theta}) d\theta - N(r, \infty)
\]

\[(4.17)\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \left\{ \frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi}) - e^{i\theta}| d\varphi \right\} d\theta - \frac{1}{2\pi} \int_0^{2\pi} \ln |f(0) - e^{i\theta}| d\theta,
\]

provided that the first integral in the right-hand side is well-defined. We shall show this and also justify the change the order of integration in this integral. By the Fubini theorem, it suffices to establish that

\[
I = \frac{1}{2\pi} \int_0^{2\pi} \left\{ \frac{1}{2\pi} \int_0^{2\pi} |\ln |f(re^{i\varphi}) - e^{i\theta}|| d\theta \right\} d\varphi < \infty.
\]

This follows from (4.15):

\[
I \leq \frac{1}{2\pi} \int_0^{2\pi} \{ \ln^+ |f(re^{i\varphi})| + 2\ln 2 \} d\varphi = m(r, f) + 2\ln 2 < \infty.
\]

Changing the order of integration in (4.17) and using (4.14), we get

\[
\frac{1}{2\pi} \int_0^{2\pi} N(r, e^{i\theta}) d\theta - N(r, \infty) = \frac{1}{2\pi} \int_0^{2\pi} \ln^+ |f(re^{i\varphi})| d\varphi - \ln^+ |f(0)|.
\]

The obtained equality is equivalent to (4.13) with \( d(f) = \ln^+ |f(0)| \).

If \( f(0) = \infty \), then the right-hand side of (4.16) will contain \( \ln |c_\lambda| \) instead of \( \ln |f(0) - e^{i\theta}| \), where \( c_\lambda \) is defined in (2.7). Therefore, using the same argument as above, we get (4.13) with \( d(f) = \ln |c_\lambda| \). \( \square \)

The integral in the right-hand side of (4.13) can be regarded as an integral average of \( N(r, a) \) over the circle \( |a| = 1 \) or over the equator of the sphere \( S_0 \). One can get analogous formulas for averages of \( N(r, a) \) over certain other sufficiently large subsets of the sphere \( S_0 \) (see R. Nevanlinna [NevR74, Chapter VI, §4]). We shall give here only one identity for \( T^\circ (r, f) \) which will be used in Chapter IV.

**Theorem 4.5.** Let \( f(z) \) be a non-constant meromorphic function. Then

\[
T^\circ (r, f) = \frac{1}{\pi} \iint_{|a| \leq \infty} N(r, a) d\omega(a).
\]

**Proof.** Identity (4.18) could be obtained by a change of the order of integration:

\[
T^\circ (r, f) = \int_0^r \frac{A^\circ (t, f)}{t} dt = \frac{1}{\pi} \int_0^r \frac{dt}{t} \iint_{|a| \leq \infty} n(t, a) d\omega(a)
\]

\[
= \frac{1}{\pi} \iint_{|a| \leq \infty} d\omega(a) \int_0^r \frac{n(t, a)}{t} dt = \frac{1}{\pi} \iint_{|a| \leq \infty} N(r, a) d\omega(a).
\]
However, in order to justify the change, we need to show that \( n(t, a) \) is measurable in the two variables \( t \) and \( a \) on \( \{0 \leq t \leq r, \ |a| \leq \infty\} \). This would require a lengthy argument. We pass over the difficulty in the following way. We use the equality
\[
\iint_{|a| \leq \infty} \ln \frac{1}{|w, a|} d\omega(a) = \frac{\pi}{2},
\]
which is valid for an arbitrary complex number \( w, \ |w| \leq \infty \). In fact, making the change of variables
\[
a' = \frac{1 + a\tilde{w}}{a - w},
\]
which is equivalent to a rotation of the sphere \( S_0 \), under which the point \( p(w) \) is mapped onto \( p(\infty) \), we get
\[
\iint_{|a|' \leq \infty} \ln \frac{\sqrt{1 + |a'|^2}}{(1 + |a'|^2)^2} d\sigma(a') = 2\pi \int_{0}^{\infty} \ln \frac{\sqrt{1 + r^2}}{(1 + r^2)^2} r dr = \frac{\pi}{2}.
\]
The equation (4.19) implies
\[
N(r, a) = T^\circ (r, f) - \frac{1}{2\pi} \int_{0}^{2\pi} \ln \frac{1}{|f(re^{i\varphi}), a|} d\varphi + \ln \frac{1}{|f(0), a|}
\]
provided that \( a \neq f(0) \). We integrate this equation with respect to \( d\omega(a) \) over \( |a| \leq \infty \). The measurability of \( N(r, a) \) in \( a \) follows from the measurability of the right hand side of (4.20). Using (4.19) and changing the order of integration, we get
\[
\frac{1}{\pi} \iint_{|a| \leq \infty} N(r, a) d\omega(a)
= T^\circ (r, f) - \frac{1}{2\pi} \int_{0}^{2\pi} d\varphi \frac{1}{\pi} \iint_{|a| \leq \infty} \ln \frac{1}{|f(re^{i\varphi}), a|} d\omega(a)
+ \frac{1}{\pi} \iint_{|a| \leq \infty} \ln \frac{1}{|f(0), a|} d\omega(a) = T^\circ (r, f) - \frac{1}{2\pi} \int_{0}^{2\pi} \frac{1}{2} d\varphi + \frac{1}{2} = T^\circ (r, f),
\]
that is, (4.18). The legitimacy of the change of the order of integration follows immediately from Fubini’s theorem, since the integrand is non-negative and measurable in \( \varphi \) and \( a \).

\[\square\]

5. The angular Nevanlinna characteristics, Tsuji characteristics and related analogs of the first fundamental theorem

The characteristics introduced in the previous section are fundamental for the study of functions meromorphic in the whole complex plane. These characteristics do not take into account, at least explicitly, the arguments of \( a \)-points. For this reason in the studies devoted to the distribution of arguments of \( a \)-points an essential role is played by different characteristics which we shall introduce now.

Let \( f(z) \) be meromorphic in the closed half-plane \( \{\text{Im } z \geq 0\} \). Let \( \rho_n e^{i\psi_n} \)’s be its poles; we count each of the poles according to its multiplicity. Let
\[
c(r, f) = \sum_{1 < \rho_n \leq r} \sin \psi_n.
\]
The value of the characteristic $c(r, f)$ heavily depends on the arguments of poles of $f(z)$. Roughly speaking, the contribution of the pole $\rho_{ne^{i\psi_n}}$ to $c(r, f)$ is smaller the closer it is to the real line $\{\text{Im } z = 0\}$ (in the sense that $\psi_n$ is close to either 0 or $\pi$). The poles lying on the line $\{\text{Im } z = 0\}$ do not contribute to $c(r, f)$ at all. It is clear that $c(r, f)$ is non-decreasing, right-continuous in $r$ on $[1, \infty)$ and piecewise constant on each line segment $[a, b] \subset [1, \infty)$.

Let

$$C(r, f) = 2 \int_1^r c(t, f) \left( \frac{1}{t^2} + \frac{1}{r^2} \right) dt.$$  

This characteristic is naturally connected with the Carleman formula (3.1), which can be written in the form

$$C \left( r, \frac{1}{f} \right) - C(r, f) = \frac{1}{\pi} \int_1^r \left( \frac{1}{t^2} - \frac{1}{r^2} \right) \ln |f(t)f(-t)| dt + \frac{2}{\pi r} \int_0^\pi \ln |f(re^{i\theta})| \sin \theta d\theta + Q(r, 1; f).$$  

(5.1)

This statement follows from the equation

$$C(r, f) = 2 \sum_{1 < \rho_n < r} \left( \frac{1}{\rho_n} - \frac{1}{\rho_n^2} \right) \sin \psi_n,$$

which can be verified as follows:

$$2 \sum_{1 < \rho_n < r} \left( \frac{1}{\rho_n} - \frac{1}{\rho_n^2} \right) \sin \psi_n = 2 \int_1^r \left( \frac{1}{t^2} - \frac{1}{r^2} \right) dc(t, f)$$

$$= 2 \left( \frac{1}{t^2} - \frac{1}{r^2} \right) c(t, f) \bigg|_1^r + 2 \int_1^r c(t, f) \left( \frac{1}{t^2} + \frac{1}{r^2} \right) dt = C(r, f).$$

Since each summand in (5.1) is non-negative and non-decreasing, then $C(r, f)$ is a non-decreasing in $r$.

We introduce, also, characteristics:

$$A(r, f) = \frac{1}{\pi} \int_1^r \left( \frac{1}{t^2} - \frac{1}{r^2} \right) \ln^+ |f(t)| + \ln^+ |f(-t)| dt,$$

$$B(r, f) = \frac{2}{\pi r} \int_0^\pi \ln^+ |f(re^{i\varphi})| \sin \varphi d\varphi, \quad 1 \leq r \leq \infty.$$  

These functions characterize the growth of $f(z)$ as $|z| \to \infty$; the function $A$ characterizes the growth along the real line $\{\text{Im } z = 0\}$, and the function $B$ characterizes the growth of $f$ in the interior of the half-plane $\{\text{Im } z > 0\}$.

When there is no danger of confusion, the functions

$$A \left( r, \frac{1}{f - a} \right), \quad B \left( r, \frac{1}{f - a} \right), \quad C \left( r, \frac{1}{f - a} \right), \quad a \neq \infty,$$

will be denoted by

$$A(r, a), \quad B(r, a), \quad C(r, a),$$

respectively. These functions characterize the proximity of $f(z)$ to $a$ and the distribution of $a$-points. We also denote

$$A(r, \infty) = A(r, f), \quad B(r, \infty) = B(r, f), \quad C(r, \infty) = C(r, f).$$
Finally, we introduce
\[ S(r, f) = A(r, f) + B(r, f) + C(r, f). \]

The characteristics \( A, B, C, c \), and \( S \) will be called the Nevanlinna characteristics for a half-plane.

The following result is an analog of the first fundamental theorem.

**Theorem 5.1.** Let \( f(z) \) be non-constant function meromorphic in the upper half-plane \( \{\text{Im} z \geq 0\} \). Then
\[
A(r, a) + B(r, a) + C(r, a) = S(r, f) + \varepsilon_1(r, a)
\]
for each complex \( a \neq \infty \), where \( \varepsilon_1(r, a) = O(1) \) as \( r \to \infty \).

**Proof.** Following the analogy with Theorem 4.1 we apply the Carleman formula in the form (5.1) to \( f(z) - a \). Taking into consideration the first of the equations in (4.2), we get
\[
A(r, \frac{1}{f-a}) + B(r, \frac{1}{f-a}) + C(r, \frac{1}{f-a}) = A(r, f - a) + B(r, f - a) + C(r, f) + Q(r, 1; f - a).
\]

Now we use (4.6) and get
\[
|A(r, f - a) - A(r, f)| \leq 2(\ln^+ |a| + \ln 2) \frac{1}{\pi} \int_1^r \left( \frac{1}{t^2} - \frac{1}{r^2} \right) dt
\]
\[
\leq \frac{2}{\pi}(\ln^+ |a| + \ln 2),
\]
\[
|B(r, f - a) - B(r, f)| \leq (\ln^+ |a| + \ln 2) \frac{2}{\pi r} \int_0^\pi \sin \varphi d\varphi
\]
\[
\leq \frac{4}{\pi}(\ln^+ |a| + \ln 2).
\]
Hence we get (5.2) with
\[
|\varepsilon_1(r, a)| \leq \frac{6}{\pi}(\ln^+ |a| + \ln 2) + |Q(r, 1; f - a)| = O(1)
\]
as \( r \to \infty \). \hfill \[\Box\]

Later we will need a more general result, dealing with functions meromorphic in an angle \( \{\alpha \leq \arg z \leq \beta\}, 0 < \beta - \alpha \leq 2\pi \). Letting \( k = \pi(\beta - \alpha)^{-1}, 1 \leq r < \infty \), we introduce functions, which we shall call angular Nevanlinna characteristics:
\[
A_{\alpha\beta}(r, f) = \frac{k}{\pi} \int_1^r \left( \frac{1}{t^k} - \frac{1}{r^k} \right) \ln^+ |f(te^{i\alpha})| + \ln^+ |f(te^{i\beta})| \frac{dt}{t};
\]
\[
B_{\alpha\beta}(r, f) = \frac{2k}{\pi r^k} \int_\alpha^\beta \ln^+ |f(re^{i\varphi})| \sin k(\varphi - \alpha) d\varphi;
\]
\[
C_{\alpha\beta}(r, f) = 2k \int_1^r c_{\alpha\beta}(t, f) \left( \frac{1}{t^k} + \frac{t^k}{r^k} \right) \frac{dt}{t},
\]
where
\[
c_{\alpha\beta}(r, f) = \sum_{1 < \rho_n \leq r, \alpha \leq \psi_n \leq \beta} \sin k(\psi_n - \alpha),
\]
and \( \rho_n e^{i\psi_n} \)'s are poles of \( f(z) \) counted according to their multiplicity;

\[
S_{\alpha\beta}(r, f) = A_{\alpha\beta}(r, f) + B_{\alpha\beta}(r, f) + C_{\alpha\beta}(r, f).
\]

Note, that the characteristics \( A(r, f), B(r, f), C(r, f) \), and \( S(r, f) \) will be obtained from the angular characteristics if \( \alpha = 0, \beta = \pi \). For functions \( A_{\alpha\beta}(r, a), B_{\alpha\beta}(r, a) \), and \( C_{\alpha\beta}(r, a) \) we shall use the same convention as for their half-plane analogs.

**Theorem 5.2.** Let \( f(z) \) be a non-constant function meromorphic in the angle \( \{ \alpha \leq \arg z \leq \beta \}, 0 < \beta - \alpha \leq 2\pi \). Then

\[
A_{\alpha\beta}(r, f) + B_{\alpha\beta}(r, f) + C_{\alpha\beta}(r, f) = S_{\alpha\beta}(r, f) + \varepsilon_2(r, f)
\]

for each complex \( a \neq \infty \), where \( \varepsilon_2(r, a) = O(1) \) as \( r \to \infty \).

**Proof.** This theorem is a corollary of Theorem 5.1. In fact, considering in the half-plane \( \{ \Im z \geq 0 \} \) the branch of \( w = z^{\frac{1}{k}} \) positive for \( z > 0 \), we introduce the function \( f_1(z) = f(z^{\frac{1}{k}} e^{i\alpha}) \). This function is meromorphic in the half-plane \( \{ \Im z \geq 0 \} \), except at the origin. Straightforward verification shows that

\[
A(r, f_1) = A_{\alpha\beta}(r^{\frac{1}{k}}, f), \quad B(r, f_1) = B_{\alpha\beta}(r^{\frac{1}{k}}, f), \quad C(r, f_1) = C_{\alpha\beta}(r^{\frac{1}{k}}, f),
\]

hence

\[
S(r, f_1) = S_{\alpha\beta}(r^{\frac{1}{k}}, f).
\]

Applying Theorem 5.1 to \( f_1(z) \), we get the desired result. \( \square \)

Now we turn to the characteristics generated by the Levin formula (3.3). These characteristics will be called the Tsuji characteristics.

Let \( f(z) \) be a non-constant function, meromorphic in the half-plane \( \{ \Im z \geq 0 \} \). Denote by \( n(r, f) \) the number of poles of \( f(z) \) contained in the set

\[
\left\{ \left| z - \frac{r}{2} \right| \leq \frac{r}{2}, \left| z \right| > 1 \right\}
\]

(each pole is counted according to its multiplicity). The characteristic \( n(r, f) \) takes into account the arguments of the poles. The characteristic \( n(r, f) \) can only decrease if we fix the moduli of the poles and change their arguments in such a way that they will become closer to the real line \( \{ \Im z = 0 \} \).

Let

\[
\mathfrak{n}(r, f) = \int_1^r \frac{n(t, f)}{t^2} dt, \quad 1 < r < \infty.
\]

With this notation the Levin formula (3.3) can be written as

\[
\mathfrak{n}\left( r, \frac{1}{f} \right) = \mathfrak{n}(r, f) = \frac{1}{2\pi} \int_{\kappa(r)}^{\pi-\kappa(r)} \ln |f(r \sin \varphi e^{i\varphi})| \frac{d\varphi}{r \sin^2 \varphi} + \tilde{Q}(r, 1; f),
\]

where

\[
\kappa(r) = \arcsin \left( \frac{1}{r} \right).
\]

This statement follows from the equality

\[
\sum_{1 < \rho_n \leq r \sin \psi_n} \left( \frac{\sin \psi_n}{\rho_n} - \frac{1}{r} \right) = \mathfrak{n}(r, f),
\]
where \( \rho_n e^{i\psi_n} \)'s are poles of the function \( f(z) \). Indeed, observe that the function \( n(t, f) \) has jumps at the points \( t = \rho_n / \sin \psi_n \) only, and the values of the jumps are equal to the numbers of poles of \( f(z) \) lying on the circular arc

\[
\left\{ \frac{z - it}{2} = \frac{t}{2}, |z| > 1 \right\}.
\]

Hence

\[
\sum_{1 < \rho_n \leq \sin \psi_n} \left( \frac{\sin \psi_n}{\rho_n} - \frac{1}{r} \right) = \int_1^r \left( \frac{1}{t} - \frac{1}{r} \right) dn(t, f) = \left( \frac{1}{t} - \frac{1}{r} \right) n(t, f) \bigg|_1^r + \int_1^r \frac{n(t, f)}{t^2} dt = \mathfrak{N}(r, f).
\]

We introduce also

\[
m(r, f) = \frac{1}{2\pi} \int_{\kappa(r)}^{\pi-\kappa(r)} \ln^+ |f(r \sin \phi e^{i\phi})| \frac{d\phi}{r \sin^2 \phi}
\]

and

\[
\mathfrak{I}(r, f) = m(r, f) + \mathfrak{N}(r, f).
\]

With the customary convention for the meaning of the symbols \( m(r, a) \), \( n(r, a) \), and \( \mathfrak{N}(r, a) \), we get the following analog of the first fundamental theorem.

**Theorem 5.3.** Let \( f(z) \) be a non-constant function, meromorphic in the half-plane \( \{ \text{Im} z \geq 0 \} \). Then

\[
m(r, a) + \mathfrak{N}(r, a) = \mathfrak{I}(r, f) + \varepsilon_3(r, a), \quad 1 < r < \infty
\]

for each complex number \( a \neq \infty \), where \( \varepsilon_3(r, a) = O(1) \) as \( r \to \infty \).

**Proof.** This is proved by an argument similar to those in the proofs of Theorems 5.1 and 5.2. We apply the Levin formula in the form (5.3) to \( f(z) - a \). Combining this result with the observation that (4.6) implies

\[
|m(r, f - a) - m(r, f)| \leq (\ln^+ |a| + \ln 2) \frac{1}{2\pi} \int_{\kappa(r)}^{\pi-\kappa(r)} \frac{d\phi}{r \sin^2 \phi}
\]

\[
= (\ln^+ |a| + \ln 2) \frac{1}{2\pi r} 2 \cot \kappa(r)
\]

\[
= (\ln^+ |a| + \ln 2) \frac{\sqrt{r^2 - 1}}{\pi r} \leq \frac{1}{\pi} (\ln^+ |a| + \ln 2),
\]

we get the desired result. \( \square \)

Using Theorems 3.3 and 3.6 it is possible to prove analogs of the Shimizu–Ahlfors theorem for angular Nevanlinna characteristics and for Tsuji characteristics. Since these analogs will not be used in this book, we are not going to do this. Among the results of this type we prove the following fact only.

**Theorem 5.4.** There exist continuous non-decreasing functions \( S_{\alpha\beta}(r, f) \) and \( \mathfrak{S}(r, f) \), such that

\[
S_{\alpha\beta}(r, f) = S_{\alpha\beta}(r, f) + O(1),
\]

\[
\mathfrak{I}(r, f) = \mathfrak{S}(r, f) + O(1).
\]
Proof. Let
\[ \hat{\mathcal{S}}(r, f) = \frac{1}{\pi} \int_0^\pi \int_0^{\pi} \left( \frac{1}{t} - \frac{t}{r^2} \right) (f(te^{i\theta}))^2 \sin \theta \, dt \, d\theta, \]
\[ \mathcal{S}(r, f) = \frac{1}{\pi} \int_0^\pi \int_0^{\pi} \left( \frac{1}{t} - \frac{t}{r^2} \right) (f(te^{i\theta}))^2 \sin \theta \, dt \, d\theta. \]
Since the integrands in both integrals are non-negative and are non-decreasing as functions of \( r \), then \( \hat{\mathcal{S}}(r, f) \) and \( \mathcal{S}(r, f) \) are non-decreasing functions of \( r \). Using the inequality
\[ |\ln^+ |f| - \ln \sqrt{1 + |f|^2}| \leq \frac{1}{2} \ln 2, \]
and Theorems 3.3 and 3.6, we get the estimates
\[ |S(r, f) - \hat{\mathcal{S}}(r, f)| \leq \frac{2}{\pi} \cdot \frac{1}{2} \ln 2 + \frac{4}{\pi} \cdot \frac{1}{2} \ln 2 + |Q(r, 1; f)| + |Q^{(2)}(r, 1; f)|, \]
and
\[ |\mathcal{S}(r, f) - \hat{\mathcal{S}}(r, f)| \leq \frac{1}{\pi} \cdot \frac{1}{2} \ln 2 + |\hat{Q}(r, 1; f)| + |\hat{Q}^{(2)}(r, 1; f)|. \]
These estimates imply the statement of the theorem for \( S = S_{0\pi} \) and \( \mathcal{S} \). Generalization for \( S_{\alpha\beta}(r, f) \) can be achieved in the same way as in Theorem 5.2. \( \square \)

In many situations the characteristics \( \hat{S}_{\alpha\beta}(r, f) \) and \( \hat{\mathcal{S}}(r, f) \) are more convenient than \( S_{\alpha\beta}(r, f) \) and \( \mathcal{S}(r, f) \).

6. Some relations between the characteristics

The relations which we derive in this section will be used very often in this book, usually without reference.

Let \( f_1(z), ..., f_q(z) \) be meromorphic functions. The inequalities (4.3) and (4.4) immediately imply
\[ m \left( r, \prod_{j=1}^q f_j \right) \leq \sum_{j=1}^q m(r, f_j) \]
and
\[ m \left( r, \sum_{j=1}^q f_j \right) \leq \sum_{j=1}^q m(r, f_j) + \ln q. \]
If \( f_j(z) \) has a pole of order \( \lambda_j \geq 0 \) at \( z_0 \), then the order of the pole of \( \prod_{j=1}^q f_j(z) \) at \( z_0 \) is at most \( \sum_{j=1}^q \lambda_j \), and the order of the pole of \( \sum_{j=1}^q f_j(z) \) at \( z_0 \) is at most \( \max_{1 \leq j \leq q} \lambda_j \leq \sum_{j=1}^q \lambda_j \). Hence, if we denote the number of poles of \( f_j(z) \) in a set \( D \subset \mathbb{C} \) by \( n_j(D) \), and the number of poles of \( \prod_{j=1}^q f_j \) (or \( \sum_{j=1}^q f_j \)) in \( D \) by \( n(D) \), then
\[ n(D) \leq \sum_{j=1}^q n_j(D). \]
In particular, for \( D = \{ 0 < |z| \leq t \} \) we get
\[ n \left( t, \prod_{j=1}^q f_j \right) - n \left( 0, \prod_{j=1}^q f_j \right) \leq \sum_{j=1}^q [n(t, f_j) - n(0, f_j)], \]
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\[ n \left( t, \sum_{j=1}^{q} f_j \right) - n \left( 0, \sum_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} [n(t, f_j) - n(0, f_j)], \]

and for \( D = \{ z = 0 \} \) we get

\[ n \left( 0, \prod_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} n(0, f_j), \quad n \left( 0, \sum_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} n(0, f_j). \]

If \( r \geq 1 \), these inequalities imply

\[ N \left( r, \prod_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} N(r, f_j), \]

and

\[ N \left( r, \sum_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} N(r, f_j). \]

Adding (6.1) to (6.3), and (6.2) to (6.4), we get for \( r \geq 1 \):

\[ T \left( r, \prod_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} T(r, f_j), \]

\[ T \left( r, \sum_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} T(r, f_j) + \ln q. \]

Theorem 4.1 can be considered as the following property of the characteristic \( T(r, f) \):

\[ T \left( r, \frac{1}{f-a} \right) = T(r, f) + O(1). \]

Let us prove the following more general fact

\[ T(r, L(f)) = T(r, f) + O(1), \]

where

\[ L(w) = \frac{\alpha w + \beta}{\gamma w + \delta}, \quad \alpha \delta - \beta \gamma \neq 0, \]

is a Möbius transformation. Properties of Möbius transformations imply that it suffices to consider the following cases: 1) \( L(w) = aw \), 2) \( L(w) = w - a \), 3) \( L(w) = \frac{1}{w} \), where \( a \) is a complex number, \( a \neq 0, \infty \). By (4.5) and (4.6) we have

\[ |m(r, af) - m(r, f)| \leq |\ln |a||, \]

\[ |m(r, f - a) - m(r, f)| \leq \ln^+ |a| + \ln 2. \]

Since it is clear that \( N(r, af) = N(r, f), N(r, f - a) = N(r, f) \), then we get (6.8) in the cases 1) and 2). In the case 3) the relation (6.8) coincides with (6.7) for \( a = 0 \).

Observe that if \( |f(0)| = 1 \), then (4.1) immediately implies

\[ T \left( r, \frac{1}{f} \right) = T(r, f). \]
In a similar manner, for functions meromorphic in an angle \( \{ \alpha \leq \arg z \leq \beta \} \),

\[ 0 < \beta - \alpha \leq 2\pi, \]

we get \((r \geq 1)\)

\[
D_{\alpha\beta} \left( r, \prod_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} D_{\alpha\beta}(r, f_j),
\]

(6.9)

\[
D_{\alpha\beta} \left( r, \sum_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} D_{\alpha\beta}(r, f_j) + \ln q,
\]

(6.10)

where \( D_{\alpha\beta}(r, f) \) is any of the characteristics \(A_{\alpha\beta}(r, f), B_{\alpha\beta}(r, f),\) and \(C_{\alpha\beta}(r, f);\)

\[
S_{\alpha\beta}(r, L(f)) = S_{\alpha\beta}(r, f) + O(1).
\]

(6.11)

For functions analytic in the half-plane \( \{ \text{Im} z \geq 0 \} \)

we get

\[
D \left( r, \prod_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} D(r, f_j),
\]

(6.12)

\[
D \left( r, \sum_{j=1}^{q} f_j \right) \leq \sum_{j=1}^{q} D(r, f_j) + O(1),
\]

(6.13)

where \( D(r, f) \) is \( \text{m}(r, f) \) or \( \text{m}(r, f); \) and also

\[
\mathcal{I}(r, L(f)) = \mathcal{I}(r, f) + O(1)
\]

(6.14)

From (6.5), (6.6), and (6.7) we get immediately

\[
T(r, R(f_1, ..., f_q)) = O \left( \sum_{j=1}^{q} T(r, f_j) \right),
\]

(6.15)

where \( R(w_1, ..., w_q) \) is a rational function in \( w_1, ..., w_q. \) The equality (6.15) can be made more precise in several important cases. Let

\[
F(z) = f_0(z) + f_1(z)f(z) + ... + f_q(z)[f(z)]^q,
\]

where \( f_0(z), ..., f_q(z), f(z) \) are meromorphic functions. Then

\[
T(r, F) \leq qT(r, f) + \sum_{j=0}^{q} T(r, f_j) + O(1).
\]

(6.16)

This statement can be proved using induction in \( q. \) For \( q = 1 \) the inequality (6.16) follows immediately from (6.5) and (6.6). Assume that (6.16) has been proved for \( q - 1. \) Then

\[
T(r, F_1) \leq (q - 1)T(r, f) + \sum_{j=1}^{q} T(r, f_j) + O(1),
\]
where \( F_1(z) = f_1(z) + f_2(z)f(z) + \ldots + f_q(z)[f(z)]^{q-1} \). Since \( F(z) = f_0(z) + f(z)F_1(z) \), then

\[
T(r, F) \leq T(r, f_0) + T(r, f) + T(r, F_1) + O(1) \leq qT(r, f) + \sum_{j=0}^{q-1} T(r, f_j) + O(1).
\]

The following inequalities can be proved using the same argument as were used to prove (6.16)

\[
m(r, F) \leq qm(r, f) + \sum_{j=0}^{q} m(r, f_j) + O(1),
\]

(6.17)

\[
N(r, F) \leq qN(r, f) + \sum_{j=1}^{q} N(r, f_j).
\]

(6.18)

(The inequality (6.18) can be also easily proved directly).

**Definition.** A meromorphic function \( f(z) \) is called a rational function of degree \( d \) if it can be written as a quotient of two polynomials, \( P(z) \) and \( Q(z) \), which do not have common zeros, and the maximum of degrees of \( P(z) \) and \( Q(z) \) is equal to \( d \).

**Theorem 6.1.** If \( R(u) \) is a rational function of degree \( d \) and \( f(z) \) is a meromorphic function, then

\[
T(r, R(f)) = dT(r, f) + O(1).
\]

(6.19)

We start by proving the following result.

**Theorem 6.2.** If \( P(u) \) is a polynomial of degree \( p \) and \( f(z) \) is a meromorphic function, then

\[
m(r, P(f(z))) = pm(r, f(z)) + O(1),
\]

(6.20)

\[
m(r, P(f(z))) = pm(r, f(z)) + O(1),
\]

(6.21)

\[
N(r, P(f(z))) = pN(r, f(z)).
\]

(6.22)

The equation (6.22) is obvious, because if \( f(z) \) has a pole of order \( \lambda \geq 0 \) at \( z_0 \), then \( P(f(z)) \) has a pole of order \( \lambda p \) at \( z_0 \).

To prove (6.21) we need the following lemma, which will be used many times later.

**Lemma 6.1.** Let \( K \) be a positive number and let \( E \) be the set of those \( \varphi \) satisfying \( 0 \leq \varphi < 2\pi \) for which \( |f(re^{i\varphi})| > K \). Then

\[
\frac{1}{2\pi} \int_E \ln |f(re^{i\varphi})| d\varphi = m(r, f) + O(1).
\]

This lemma immediately follows from the equality

\[
\frac{1}{2\pi} \int_E \ln |f(re^{i\varphi})| d\varphi = m\left(r, \frac{f}{K}\right) + \frac{\text{mes } E}{2\pi} \ln K = m(r, f) + O(1).
\]

To prove (6.21) we observe that (6.17) implies

\[
m(r, P(f)) \leq pm(r, f) + O(1).
\]

(6.23)
Let $P(u) = a_p u^p + a_{p-1} u^{p-1} + \ldots + a_0$, $a_p \neq 0$. Let $K > 1$ be so large that
\[ \left| a_p + \frac{a_{p-1}}{u} + \ldots + \frac{a_0}{u^p} \right| \geq \frac{1}{2} |a_p| \]
for $|u| > K$. Then for $|f(z)| > K$ we have $|P(f(z))| \geq |f(z)|^p \left| \frac{a_p}{2} \right|$. Let us denote by $E$ the set of those arcs of $\{|z| = r\}$ for which $|f(z)| > K$. Using the lemma we get
\[ m(r, P(f)) \geq \frac{1}{2\pi} \int_E \ln |P(f(re^{i\varphi}))| d\varphi \geq \frac{1}{2\pi} \int_E \ln \left\{ |f(re^{i\varphi})|^p \left| \frac{a_p}{2} \right| \right\} d\varphi \]
(6.24)
\[ = \frac{p}{2\pi} \int_E \ln |f(re^{i\varphi})| d\varphi + O(1) = pm(r, f) + O(1). \]
The assertion (6.21) follows from (6.23) and (6.24). The assertion (6.20) follows from (6.21) and (6.22).

**Proof of Theorem 6.1.** Let $R(u) = P(u)/Q(u)$. Without loss of generality we may assume that the degree of $Q(u)$ is equal to $d$. If it is not the case we would use
\[ T \left( r, \frac{P(f)}{Q(f)} \right) = T \left( r, \frac{Q(f)}{P(f)} \right) + O(1). \]
Also, we may assume that the degree of $P(u)$ is strictly less than $d$, because, if the degree of $P(u)$ is $d$, we may use the equation
\[ T \left( r, \frac{P(f)}{Q(f)} \right) = T \left( r, \frac{P(f)}{Q(f)} - R(\infty) \right) + O(1) = T \left( r, \frac{P_1(f)}{Q(f)} \right) + O(1), \]
where $P_1(u) = P(u) - Q(u) R(\infty)$ is a polynomial whose degree is strictly less than $d$. So we assume that the degree of $Q(u)$ is $d$ and the degree of $P(u)$ is strictly less than $d$. We cover the zeros of $Q(u)$ by a collection of open discs $\Gamma$ in such a way that none of the zeros of $P(u)$ is contained in the closure of $\Gamma$. Denote by $\Omega$ the complement of $\Gamma$ in the extended complex plane. Since $R(u) \to 0$ and $1/Q(u) \to 0$ as $u \to \infty$, then the functions $R(u)$ and $1/Q(u)$ are bounded on $\Omega$. There exist real numbers $0 < M_1, M_2 < \infty$ such that $M_1 < |P(u)| < M_2$ for each $u \in \Gamma$. Hence for $u \in \Gamma$ we have
\[ \frac{M_1}{|Q(u)|} \leq |R(u)| \leq \frac{M_2}{|Q(u)|}. \]
Let $E_1$ and $E_2$ be the subsets of $\{|z| = r\}$ where $f(z) \in \Gamma$ and $f(z) \in \Omega$ respectively. Then
\[ m(r, R(f)) = \frac{1}{2\pi} \int_{z \in E_1} \ln^+ |R(f(z))| d\varphi + \frac{1}{2\pi} \int_{z \in E_2} \ln^+ |R(f(z))| d\varphi \]
\[ = \frac{1}{2\pi} \int_{z \in E_1} \ln^+ |R(f(z))| d\varphi + O(1). \]
Further
\[ \frac{1}{2\pi} \int_{z \in E_1} \ln^+ |R(f(z))| d\varphi \leq \frac{1}{2\pi} \int_{z \in E_1} \ln^+ \frac{M_2}{|Q(f(z))|} d\varphi \]
\[ \leq \frac{1}{2\pi} \int_0^{2\pi} \ln^+ \frac{M_2}{|Q(f(z))|} d\varphi = m \left( r, \frac{M_2}{Q(f)} \right) = m \left( r, \frac{1}{Q(f)} \right) + O(1), \]
Theorem 6.1 has been proved. □

We wish to mention also the following

By (6.20) we have

\[ \frac{1}{2\pi} \int_{z \in E_1} \ln^+ |R(f(z))| \, d\phi \geq \frac{1}{2\pi} \int_{z \in E_2} \ln^+ \left( \frac{M_1}{|Q(f(z))|} \right) \, d\phi \]

\[ = m(r, \frac{M_1}{Q(f)}) - \frac{1}{2\pi} \int_{z \in E_2} \ln^+ \left( \frac{M_1}{|Q(f(z))|} \right) \, d\phi = m(r, \frac{1}{Q(f)}) + O(1). \]

Combining these estimates we get

\[ (6.25) \quad m(r, R(f)) = m(r, \frac{1}{Q(f)}) + O(1). \]

On the other hand poles of the functions \( R(f(z)) \) and \( 1/Q(f(z)) \) coincide. In fact, if the function \( f(z) \) has a pole at \( z_0 \), then the order of the pole of \( Q(f(z)) \) at \( z_0 \) is greater than the order of the pole of \( P(f(z)) \) at \( z_0 \), and \( R(f(z_0)) = 0 \). Hence the function \( R(f(z)) \) can have poles only at zeros of the function \( Q(f(z)) \). The function \( Q(f(z)) \) has zeros only at those points at which \( f(z) \) is equal to one of the zeros of \( Q(u) \). Since zeros of \( P(u) \) are different from zeros of \( Q(u) \), then \( |P(f(z))| + |Q(f(z))| > 0 \). Therefore the functions \( R(f(z)) \) and \( 1/Q(f(z)) \) have the same poles. Hence \( N(r, R(f)) = N(r, 1/Q(f)) \). Adding this equality to (6.25) we get

\[ T(r, R(f)) = T(r, 1/Q(f)) + O(1) \]

By (6.20) we have

\[ T(r, 1/Q(f)) = T(r, Q(f)) + O(1) = dT(r, f) + O(1). \]

Theorem 6.1 has been proved. □

The relations (6.14) and (6.20) are particular cases of Theorem 6.1. We would like to mention also the following

**Corollary.** If \( R(z) \) is a rational function of degree \( d \), then

\[ (6.26) \quad T(r, R(z)) = d \ln r + O(1). \]

In fact, \( T(r, z) = \ln^+ r \), and (6.26) follows from (6.19).

**Exercises.** (i) Let \( p \) be a natural number. Prove the relation \( T(r, [f(z)]^p) = pT(r, f(z)) \).

(ii) Prove that \( T(r, \cosh z) = 2T(r, e^z) + O(1) = \frac{2}{r} + O(1) \).

A theorem, analogous to Theorem 6.1, is valid for characteristics \( S_{\alpha\beta} \) and \( \Upsilon \).

**Theorem 6.3.** Let \( R(u) \) be a rational function of degree \( d \). If \( f(z) \) is meromorphic in an angle \( \{\alpha \leq \arg z \leq \beta\}, \ 0 < \beta - \alpha < 2\pi \), then

\[ S_{\alpha\beta}(r, R(f)) = dS_{\alpha\beta}(r, f) + O(1). \]

If \( f(z) \) is meromorphic in the half-plane \( \{\text{Im} z \geq 0\} \), then

\[ \Upsilon(r, R(f)) = d\Upsilon(r, f) + O(1). \]

This theorem can be proved by minor modifications of the argument used in the proof of Theorem 6.1. We leave the proof to the reader as exercise.

**Definition.** A meromorphic function is called transcendental if it is not rational.
THEOREM 6.4. A meromorphic function \( f(z) \) is transcendental if and only if

\[
\liminf_{r \to \infty} \frac{T(r, f)}{\ln r} = \infty.
\]  

(6.27)

Sufficiency of the condition (6.27) follows from (6.26). Let us prove the necessity. Assume that (6.27) does not take place, that is,

\[
\liminf_{r \to \infty} \frac{T(r, f)}{\ln r} = K < \infty.
\]  

(6.28)

Then \( f(z) \) has at most \( p = \lfloor K \rfloor \) poles. In fact, let us number the poles according to their moduli, the pole with the smallest modulus comes first. If there is a pole number \((p + 1)\), denote its modulus by \( r_0 \). We have

\[
N(r, f) \geq \int_{r_0}^{r} \frac{n(t, f) - n(0, f)}{t} dt + n(0, f) \ln r
\]

\[
\geq \int_{r_0}^{r} \frac{p + 1 - n(0, f)}{t} dt + n(0, f) \ln r
\]

\[
= [p + 1 - n(0, f)] \ln \frac{r}{r_0} + n(0, f) \ln r = (p + 1) \ln r + O(1).
\]

Hence

\[
\liminf_{r \to \infty} \frac{T(r, f)}{\ln r} \geq \liminf_{r \to \infty} \frac{N(r, f)}{\ln r} \geq p + 1 > K,
\]

we get a contradiction with (6.28). In a similar way we prove that \( f(z) \) has at most \( p \) zeros. Therefore there exists a rational function \( R(z) \), such that

\[
g(z) = f(z)R(z)
\]

has neither zeros nor poles. Since

\[
T(r, g) \leq T(r, f) + T(r, R) = T(r, f) + O(\ln r),
\]

then

\[
\liminf_{r \to \infty} \frac{T(r, g)}{\ln r} \leq K_1 < \infty.
\]

We need to show that \( g(z) \equiv \text{const.} \) This statement can be derived from the following lemma.

**Lemma 6.2.** Let \( g(z) \) be an entire function without zeros satisfying

\[
\liminf_{r \to \infty} \frac{T(r, g)}{r^\lambda} = 0
\]

for some \( \lambda > 0 \). Then

\[
g(z) = e^{P(z)},
\]

where \( P(z) \) is a polynomial whose degree is less than \( \lambda \).

**Proof.** Observe that the function

\[
P(z) = \ln g(z) = \int_{0}^{z} \frac{g'()}{g()} d\zeta + \ln g(0)
\]

is an entire function. Let

\[
P(z) = \sum_{p=0}^{\infty} c_p z^p.
\]
By (2.6) for all \( r > 0 \) and \( p = 1, 2, \ldots \) we have
\[
\frac{d^p}{dz^p} \ln g(z) \bigg|_{z=0} = \frac{2p!}{r^p} \frac{1}{2\pi} \int_0^{2\pi} \ln |g(re^{i\theta})| e^{-ip\theta} d\theta,
\]
hence
\[
|c_p| = \frac{1}{p!} \left| \frac{d^p}{dz^p} \ln g(z) \bigg|_{z=0} \right| \leq \frac{2}{r^p} \frac{1}{2\pi} \int_0^{2\pi} \ln |g(re^{i\theta})| d\theta
= \frac{2}{r^p} \left[ m(r, g) + m \left( r, \frac{1}{g} \right) \right].
\]
Since \( m(r, g) \leq T(r, g) \), and (by Theorem 4.1) \( m \left( r, \frac{1}{g} \right) \leq T(r, g) + O(1) \), then
\[
|c_p| \leq \frac{2}{r^p} [2T(r, g) + O(1)].
\]
Letting \( r \to \infty \), we see that \( c_p = 0 \) for \( p \geq \lambda \). \( \square \)

We are mostly interested in transcendental meromorphic functions. For this reason, in our estimates for \( T(r, f) \), terms which are \( O(\ln r) \) can be disregarded.

**Theorem 6.5.** Let \( f(z) \) be a meromorphic function, \( R_j(z), 0 \leq j \leq p, \) be rational functions, \( R_p(z) \neq 0 \); and
\[
F(z) = R_p(z)[f(z)]^p + R_{p-1}(z)[f(z)]^{p-1} + \ldots + R_0(z).
\]
Then
\[
T(r, F) = pT(r, f) + O(\ln r),
\]
\[
m(r, F) = pm(r, f) + O(\ln r),
\]
\[
N(r, F) = pN(r, f) + O(\ln r).
\]

**Proof.** For rational \( f(z) \) the result is trivial. For this reason we assume that \( f(z) \) is transcendental. Let \( M \) be a finite set containing the poles of all functions \( R_j(z), 0 \leq j \leq p, \) and the zeros of \( R_p(z) \). If the function \( f(z) \) has a pole of order \( \lambda \geq 0 \) at some \( z_0 \notin M \), then \( F(z) \) has a pole of order \( \lambda p \) at \( z_0 \). Hence \( \nu(r, F) = pm(r, f) + O(1) \), and we get the equality (6.31). From (6.17) we get \( m(r, F) \leq pm(r, f) + O(\ln r) \). Let us show that the inverse inequality is also true. Let \( \beta_j \) be an integer. Denote by \( \lambda \) the largest of the differences \( \alpha_j - \alpha_p, 0 \leq j \leq p-1 \). Let \( \chi = \max(1, \lambda + 1, \alpha_p). \) Denote by \( E \) the set of those \( z \) for which
\[
|f(z)| \geq |z|^\chi, \quad \Omega = \{|z| < \infty\} \setminus E.
\]
It is clear that for \( z \in E, |z| \geq r_0 \) we have
\[
\left| 1 + \frac{R_{p-1}(z)}{R_p(z)} \frac{1}{f(z)} + \ldots + \frac{R_0(z)}{R_p(z)} \frac{1}{f(z)^p} \right| = \left| 1 + \frac{\beta_{p-1}}{\beta_p} \frac{z^{\alpha_p-\alpha_p}(1 + o(1))}{f(z)} + \ldots + \frac{\beta_0}{\beta_p} \frac{z^{\alpha_0-\alpha_p}(1 + o(1))}{f(z)^p} \right|
\geq 1 - \left| \frac{\beta_{p-1}}{\beta_p} |z|^\lambda (1 + o(1)) \right| - \ldots - \left| \frac{\beta_0}{\beta_p} |z|^\lambda \chi (1 + o(1)) \right| > \frac{1}{2},
\]
\[
|F(z)| \geq \frac{|\beta_p|}{2} (1 + o(1)) |z|^\alpha_p |f(z)|^p.
\]
Let $E(r) = E \cap \{|z| = r\}$, $\Omega(r) = \Omega \cap \{|z| = r\}$. Then $(z = re^{i\varphi})$

$$m(r, F) \geq \frac{1}{2\pi} \int_{E(r)} \ln^+ |F(z)| d\varphi \geq O(\ln r) + \frac{1}{2\pi} \int_{E(r)} \ln^+ \{|f(z)|^p\} d\varphi$$

$$= O(\ln r) + pm(r, f) - \frac{1}{2\pi} \int_{\Omega(r)} \ln^+ \{|f(z)|^p\} d\varphi$$

$$\geq O(\ln r) + pm(r, f) - p\chi \ln r = pm(r, f) + O(\ln r).$$

We have proved (6.30). The equality (6.29) follows from (6.30) and (6.31). \qed

**Corollary.** Let $f(z)$ be a meromorphic function whose series in the neighborhood of $z = 0$ is $f(z) = c_\lambda z^\lambda + c_{\lambda+1} z^{\lambda+1} + \ldots$, $c_\lambda \neq 0$. Let $f_1(z) = f(z)/c_\lambda z^\lambda$. Then

$$T(r, f_1) = T(r, f) + O(\ln r), \quad m(r, f_1) = m(r, f) + O(\ln r),$$

$$N(r, f_1) = N(r, f) + O(\ln r), \quad m \left( r, \frac{1}{f_1} \right) = m \left( r, \frac{1}{f} \right) + O(\ln r),$$

$$N \left( r, \frac{1}{f_1} \right) = N \left( r, \frac{1}{f} \right) + O(\ln r).$$

This corollary allows us, in many cases, to assume that transcendental function $f(z)$ under consideration is normalized by the condition $f(0) = 1$.

**Exercise.** Let $f(z)$ be a meromorphic function, and $R_j(z)$ be rational functions, $1 \leq j \leq 4$, satisfying the condition: $R_1(z)R_4(z) - R_2(z)R_3(z) \neq 0$. Set

$$F(z) = \frac{R_1(z)f(z) + R_2(z)}{R_3(z)f(z) + R_4(z)}.$$ 

Show that $T(r, F) = T(r, f) + O(\ln r)$.

Proofs of the following two theorems are left to the reader as exercises.

**Theorem 6.6.** Let $f(z)$ be a meromorphic function, $p$ be a natural number, $f_1(z) = f(z^p)$. Then

$$m(r, f_1) = m(r^p, f), \quad N(r, f_1) = N(r^p, f),$$

$$T(r, f_1) = T(r^p, f).$$

**Corollary.** Let $p$ be a natural number, $f(z)$ be a meromorphic function, such that $f_1(z) = f(z^{1/p})$ is single-valued. Then

$$m(r, f_1) = m(r^{1/p}, f), \quad N(r, f_1) = N(r^{1/p}, f),$$

$$T(r, f_1) = T(r^{1/p}, f).$$

**Theorem 6.7.** Let $f(z)$ be a meromorphic function, $f_1(z) = f(Az)$, where $A \neq 0$. Then

$$m(r, f_1) = m(|A|r, f), \quad N(r, f_1) = N(|A|r, f) - n(0, f) \ln |A|,$$

$$T(r, f_1) = T(|A|r, f) - n(0, f) \ln |A|. $$
7. Connection between the growth of the modulus of a meromorphic function and the growth of its characteristic $T(r, f)$

Let $f(z)$ be a meromorphic function. Let

$$M(r, f) = \max_{|z| = r} |f(z)|.$$ 

We shall study relations between $M(r, f)$ and $T(r, f)$. First we consider the case when $f$ is entire.

**Theorem 7.1.** Let $f(z)$ be an entire function, and let $0 < r < R$. Then

$$T(r, f) \leq \ln^+ M(r, f) \leq \frac{R + r}{R - r} T(R, f).$$  \hspace{1cm} (7.1)

*Proof.* Since $\ln^+ |f(z)| \leq \ln^+ M(r, f)$ for $|z| = r$, then

$$T(r, f) = m(r, f) \leq \ln^+ M(r, f).$$

Next we suppose that $|f(z_0)| = M(r, f)$, $|z_0| = r$. We use the Poisson-Jensen formula (2.2) for a disc $\{|z| \leq R\}$. We get

$$\ln M(r, f) = \ln |f(z_0)|$$

$$= \frac{1}{2\pi} \int_0^{2\pi} \ln |f(Re^{i\theta})| \Re \frac{Re^{i\theta} + z_0}{Re^{i\theta} - z_0} d\theta - \sum_{|a_\mu| < R} \ln \left| \frac{R^2 - Re^{i\theta} - a_\mu}{Re^{i\theta} - a_\mu} \right|. \hspace{1cm} (7.2)$$

Since the summands in the right-hand side of (7.2) represent the values of the Green function for a disc, they are positive. Also

$$0 < \Re \frac{Re^{i\theta} + z_0}{Re^{i\theta} - z_0} = \frac{R^2 - |z_0|^2}{\Re |z_0|^2} \leq \frac{R + r}{R - r}. \hspace{1cm} (7.3)$$

Therefore

$$\frac{1}{2\pi} \int_0^{2\pi} \ln |f(Re^{i\theta})| \Re \frac{Re^{i\theta} + z_0}{Re^{i\theta} - z_0} d\theta$$

$$\leq \frac{1}{2\pi} \int_0^{2\pi} \ln^+ |f(Re^{i\theta})| \Re \frac{Re^{i\theta} + z_0}{Re^{i\theta} - z_0} d\theta \leq \frac{R + r}{R - r} \frac{1}{2\pi} \int_0^{2\pi} \ln^+ |f(Re^{i\theta})| d\theta = \frac{R + r}{R - r} m(R, f).$$

(7.4)

and

$$\ln M(r, f) \leq \frac{R + r}{R - r} m(R, f) = \frac{R + r}{R - r} T(R, f).$$

Since the right-hand side of this inequality is positive, the right side of the inequality of (7.1) follows. \hfill \Box

Now we consider the connection between $T(r, f)$ and $\ln M(r, f)$ for meromorphic functions. In distinction from an entire function, for a non-constant meromorphic $f$, it is possible that $\liminf_{r \to \infty} M(r, f) < \infty$: in the example on page ?? we have

$$M(n + 1/2, f) \leq 1, \hspace{0.5cm} n = 0, 1, 2, \ldots$$

Hence, in general, the left inequality in (7.1) is not valid for meromorphic functions. If $f(z)$ has a pole on the circle $\{|z| = R\}$, then $M(r, f) = +\infty$. Hence, in general, an estimate of $M(r, f)$ from above in terms of $T(R, f)$, $R > r$, is impossible. Nevertheless for meromorphic functions there is a significantly weaker analogue of the right inequality in (7.1). We mean the following theorem due to R. Nevanlinna.
Theorem 7.2. Let $f(z)$ be a meromorphic function, $k > 1$ be a real number. Then
\begin{equation}
\frac{1}{r} \int_0^r \ln^+ M(t, f) dt \leq C(k) T(kr, f),
\end{equation}
where the constant $C(k) > 1$ depends on $k$ only.

First we prove two lemmas, which will be used not only in the proof of Theorem 7.2.

Lemma 7.1. Let $R' > R > 1$. Then
\[ n(R, f) \leq \frac{N(R', f)}{\ln \frac{R'}{R}} \leq \frac{R'}{R - R} N(R', f). \]

Proof. Indeed,
\[ N(R', f) \geq \int_R^{R'} \frac{n(t, f) - n(0, f)}{t} dt + n(0, f) \ln R' \]
\[ \geq [n(R, f) - n(0, f)] \ln \frac{R'}{R} + n(0, f) \ln R' \]
\[ = n(R, f) \ln \frac{R'}{R} + n(0, f) \ln R \geq n(R, f) \ln \frac{R'}{R} = n(R, f) \int_R^{R'} \frac{dt}{t} \geq n(R, f) \frac{R' - R}{R}. \]

Lemma 7.2. Let $\varphi(x)$ be an even integrable real-valued function on $(-a, a)$, non-increasing on $(0, a)$. (The case $\varphi(0) = +\infty$ is allowed.) Let $E \subset (-a, a)$ be a measurable subset, $\text{mes } E = 2b$. Then
\[ \int_E \varphi(x) dx \leq \int_{-b}^b \varphi(x) dx. \]

Proof. Let $E_1 = E \cap (-b, b)$, $E_2 = E \setminus E_1$, $E_3 = (-b, b) \setminus E_1$. It is clear that $\text{mes } E_2 = \text{mes } E_3 = 2b - \text{mes } E_1$. For $x \in (-b, b)$ we have $\varphi(x) \geq \varphi(b)$, and for $x \notin (-b, b)$ we have $\varphi(x) \leq \varphi(b)$. Hence
\[ \int_{E_2} \varphi(x) dx \leq \varphi(b) \text{mes } E_2 = \varphi(b) \text{mes } E_3 \leq \int_{E_3} \varphi(x) dx. \]
Adding the integral
\[ \int_{E_1} \varphi(x) dx \]

to both sides of the inequality, we get the desired inequality. \hfill \Box

Proof. (Theorem 7.2) Denote zeros of $f(z)$ by $a_{\mu}$'s, and poles of $f(z)$ by $b_{\nu}$'s. Let $0 \leq t \leq r$, $R = \sqrt{kr}$. Using the Poisson-Jensen formula for the disc $\{|z| \leq R\}$, we get
\begin{equation}
\ln|f(te^{i\varphi})| = \frac{1}{2\pi} \int_0^{2\pi} \ln|f(Re^{i\theta})| \text{Re} \left( \frac{Re^{i\theta} + te^{i\varphi}}{Re^{i\theta} - te^{i\varphi}} \right) d\theta 
\end{equation}
\[ + \sum_{|a_{\mu}| < R} \ln \left| \frac{R^2 - b_{\nu}te^{i\varphi}}{R(te^{i\varphi} - b_{\nu})} \right| - \sum_{|a_{\mu}| < R} \ln \left| \frac{R^2 - b_{\nu}te^{i\varphi}}{R(te^{i\varphi} - a_{\mu})} \right| \]
\[ \leq \frac{1}{2\pi} \int_0^{2\pi} \ln|f(Re^{i\theta})| \text{Re} \left( \frac{Re^{i\theta} + te^{i\varphi}}{Re^{i\theta} - te^{i\varphi}} \right) d\theta + \sum_{|b_{\nu}| < R} \ln \frac{R^2 - b_{\nu}te^{i\varphi}}{R(te^{i\varphi} - b_{\nu})}. \]
We estimate the integral in the right hand side using (7.4), and estimate the sum using
\[
\left| \frac{R^2 - b_\nu te^{i\varphi}}{R(te^{i\varphi} - b_\nu)} \right| \leq \frac{R^2 + |b_\nu|t}{R|t - |b_\nu||} \leq \frac{2R}{|t - |b_\nu||}.
\]
Then we get in succession the following inequalities
\[
\ln |f(te^{i\varphi})| \leq \frac{R + t}{R - t} m(R, f) + \sum_{|b_\nu| < R} \ln \frac{2R}{|t - |b_\nu||};
\]
\[
\ln^+ M(t, f) \leq \frac{R + t}{R - t} m(R, f) + \sum_{|b_\nu| \leq R} \ln \frac{2R}{|t - |b_\nu||} \leq \frac{R + r}{R - r} m(R, f) + \sum_{|b_\nu| \leq R} \ln \frac{2R}{|t - |b_\nu||};
\]
\[
(7.7) \quad \frac{1}{r} \int_0^r \ln^+ M(t, f) dt \leq \frac{R + r}{R - r} m(R, f) + \sum_{|b_\nu| \leq R} \frac{1}{r} \int_0^r \ln \frac{2R}{|t - |b_\nu||} dt.
\]
Using Lemma 7.2 and straightforward transformations, we get
\[
\int_0^r \ln \frac{2R}{|t - |b_\nu||} dt = \int_{-|b_\nu|}^{r-|b_\nu|} \frac{2R}{\tau} d\tau \leq \int_{-r/2}^{r/2} \frac{2R}{\tau} d\tau = 2 \int_0^{r/2} \ln \frac{2R}{r} d\tau = r \ln \frac{4eR}{r} = r \ln (4\sqrt{k}).
\]
Hence (7.7) implies
\[
(7.8) \quad \frac{1}{r} \int_0^r \ln^+ M(t, f) dt \leq \sqrt{k} + \frac{1}{\sqrt{k} - 1} m(\sqrt{k}r, f) + n(R, f) \ln (4\sqrt{k}).
\]
Taking \( R' = \sqrt{k}R \), we estimate \( n(R, f) \) from above using Lemma 7.1; also, we take into account the inequalities
\[
m(\sqrt{k}r, f) \leq T(\sqrt{k}r, f) \leq T(kr, f), \quad N(R', f) \leq T(R', f) \leq T(kr, f).
\]
Hence (7.8) implies (7.5) with
\[
C(k) = \frac{\sqrt{k} + 1}{\sqrt{k} - 1} \frac{\ln (4\sqrt{k})}{\ln \sqrt{k}}.
\]
\[\square\]

Corollary. Under the conditions of Theorem 7.2 the inequality holds
\[
\frac{1}{r} \int_0^r \ln^+ M \left( t, \frac{1}{f - a} \right) dt \leq 2C(k)T(kr, f)
\]
for \( r > r_0, \ r_0 = r_0(k, a) \),

To prove this corollary, it suffices to apply Theorem 7.2 to the function \( 1/(f(z) - a) \), and to use the first fundamental theorem (Theorem 4.1).

We shall prove two more theorems connecting the behavior of the modulus of a meromorphic function \( f \) with the behavior of \( T(r, f) \).
THEOREM 7.3. Let \( f(z) \) be a meromorphic function, \( k, \delta, r \) be real numbers satisfying \( k > 1, 0 < \delta \leq 2\pi, r > 1 \). There exists a constant \( C_1(k, \delta) \) such that each measurable subset \( E_r \subset [-\pi, \pi] \) with \( \text{mes} E_r = \delta \) satisfies

\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi \leq C_1(k, \delta)T(kr, f),
\]

where \( C_1(k, \delta) = \frac{6k}{k-1}\delta \ln \frac{2\pi \varepsilon}{\delta} \to 0 \) as \( \delta \to 0 \).

PROOF. First we assume that \( \delta < \pi \). We write the inequality (7.6) with \( t = r \) for the disc \( \{|z| \leq R\} \), \( R = \sqrt{kr} \):

\[
\ln |f(re^{i\varphi})| \leq \frac{1}{2\pi} \int_0^{2\pi} \ln |f(Re^{i\theta})|\text{Re} \left( \frac{Re^{i\theta} + re^{i\varphi}}{Re^{i\theta} - re^{i\varphi}} \right) d\theta
\]

\[
+ \sum_{|b_\nu| < R} \ln \frac{R^2 - b_\nu re^{i\varphi}}{R(re^{i\varphi} - b_\nu)} \leq \frac{R + r}{R - r}m(R, f) + \sum_{|b_\nu| < R} \ln \frac{2R}{|re^{i\varphi} - b_\nu|}.
\]

\[E_r \]

\[
\beta_\nu = \arg b_\nu.
\]

The right-hand side of the inequality is non-negative, therefore we may replace \( \ln |f(re^{i\varphi})| \) by \( \ln^+ |f(re^{i\varphi})| \) in the left-hand side. Let us integrate the obtained inequality over the set \( E_r \). We get

\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi \leq \frac{R + r}{R - r}T(R, f) + \delta n(0, f) \ln \frac{2R}{r}
\]

\[
+ \sum_{0 < |b_\nu| < R} \int_{E_r} \ln \frac{2R}{|re^{i(\varphi - \beta_\nu)} - |b_\nu||}d\varphi.
\]

We apply Lemma 7.2 and get

\[
\int_{E_r} \ln \frac{2R}{|re^{i(\varphi - \beta_\nu)} - |b_\nu||}d\varphi \leq \int_{-\delta / 2}^{\delta / 2} \frac{2R}{r \sin \varphi} d\varphi \leq 2 \int_{0}^{\delta / 2} \frac{2R}{\sqrt{k} \sin \varphi} d\varphi = \delta \ln \frac{2e \sqrt{k}}{\delta}.
\]

Hence

\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi \leq \delta \sqrt{k + 1} T(\sqrt{k}r, f) + \delta n(0, f) \ln 2\sqrt{k}
\]

\[
+ \left\{ n(\sqrt{k}r, f) - n(0, f) \right\} \delta \frac{2\sqrt{k}e\pi}{\delta}
\]

\[
\leq \delta \sqrt{k + 1} T(kr, f) + n(\sqrt{k}r, f) \delta \frac{2\sqrt{k}e\pi}{\delta}.
\]

We estimate \( n(\sqrt{k}r, f) \) using Lemma 7.1 with \( R' = kr \). We get

\[
n(\sqrt{k}r, f) \leq \frac{N(kr, f)}{\ln \sqrt{k}} \leq \frac{T(kr, f)}{\ln \sqrt{k}}.
\]

Using (7.10) and (7.11) we get

\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi \leq C(k, \delta)T(kr, f),
\]
where
\[
C(k, \delta) = \delta \left( \frac{\sqrt{k} + 1}{\sqrt{k} - 1} + \frac{2\sqrt{k} \ln k}{\ln \sqrt{k}} \right) = \delta \left( \frac{2\sqrt{k}}{\ln k} + 2 \frac{\ln \left( \frac{2e\pi}{\delta} \right)}{\delta} \right)
\]
and (7.9) is proved.

For \( \pi \leq \delta \leq 2\pi \) we use the trivial estimate
\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi \leq 2\pi m(r, f) \leq 2\pi T(r, f).
\]
Since \( T(r, f) \leq T(kr, f) \) and \( 2\pi \leq 2\delta \leq C_1(k, \delta) \), the inequality (7.9) has been proved in this case also. □

**Remark.** It is clear that we can replace \( C_1(k, \delta) \) by \( C(k, \delta) < C_1(k, \delta) \) in the inequality (7.9), but \( C_1(k, \delta) \) is simpler than \( C(k, \delta) \).

**Theorem 7.4.** Let \( E \) be a measurable subset of \([−\pi, \pi]\), \( \Phi(\varphi) \) be an integrable non-negative function on \( E \), \( R(r) \) be a positive function on \( \{r \geq r_0 > 0\} \), satisfying \( R(r) \to \infty \) as \( r \to \infty \), and such that \( R(kr) = O\{R(r)\} \), for some real \( k > 1 \). Suppose that \( f(z) \) is a meromorphic function, such that \( T(r, f) = O\{R(r)\} \), and for each \( \delta > 0 \) there exists a subset \( E_\delta \subset E \), \( \text{mes} E_\delta = \delta \), such that one of the following three conditions

(a) \( \ln^+ |f(re^{i\varphi})| \leq \Phi(\varphi)R(r) + o(R(r)) \),

(b) \( \ln^+ |f(re^{i\varphi})| \geq \Phi(\varphi)R(r) + o(R(r)) \),

(c) \( \ln^+ |f(re^{i\varphi})| = \Phi(\varphi)R(r) + o(R(r)) \)

is satisfied uniformly in \( \varphi \) for \( \varphi \in E \setminus E_\delta \). Then

\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi \leq \int_{E_r} \Phi(\varphi)d\varphi,
\]

\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi \geq \int_{E_r} \Phi(\varphi)d\varphi,
\]

\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi = \int_{E_r} \Phi(\varphi)d\varphi,
\]

respectively.

**Proof.** Let us prove (a'). Using (7.9) we get
\[
\int_{E_r} \ln^+ |f(re^{i\varphi})|d\varphi = \int_{E \setminus E_\delta} \ln^+ |f(re^{i\varphi})|d\varphi + \int_{E_\delta} \ln^+ |f(re^{i\varphi})|d\varphi
\]
\[
\leq R(r) \int_{E \setminus E_\delta} \Phi(\varphi)d\varphi + o(R(r)) + C_1(k, \delta)T(kr, f)
\]
\[
\leq R(r) \int_{E} \Phi(\varphi)d\varphi + o(R(r)) + C_1(k, \delta)O\{R(r)\}.
\]

Hence
\[
\limsup_{r \to \infty} \frac{1}{R(r)} \int_{E} \ln^+ |f(re^{i\varphi})|d\varphi \leq \int_{E} \Phi(\varphi)d\varphi + C_1(k, \delta)A,
\]
where $A$ is a constant. Letting $\delta \to 0$, we get $(a')$. The proof of $(b')$ is trivial after we observe that

$$\lim_{\delta \to 0} \int_{E_\delta} \Phi(\varphi) d\varphi = 0.$$  

The equation $(c')$ follows from $(a')$ and $(b')$.  

**Remark 1.** If we replace the function $\Phi(\varphi)$ in Theorem 7.4 by a bounded function $\Phi(\varphi, r)$ depending on a parameter $r$, and allow the set $E_\delta$ to be dependent on $r$ also, then, under the condition $(c)$, we have

$$\int_E \ln^+ |f(re^{i\varphi})| d\varphi = R(r) \int_E \Phi(\varphi, r) d\varphi + o(R(r)).$$  

(7.15)

The proof follows the same lines as the proof of Theorem 7.4. In the case when the conditions $(a)$ and $(b)$ are satisfied, the equality in (7.15) will be replaced by the corresponding inequality.

**Remark 2.** In the conditions $(a)$, $(b)$, and $(c)$ of Theorem 7.4 the interval $[r_0, \infty)$ can be replaced by a set unbounded from above. Then $(a')$, $(b')$, and $(c')$ will take place for the same set of values of $r$. 
CHAPTER 2

Meromorphic Functions of Finite Order

1. The growth scale for meromorphic functions

We classify meromorphic functions according to the rate of growth of $T(r,f)$ as $r \to \infty$.

By Theorem 4.3 from Chapter 1, the characteristic $T(r,f)$ is a non-decreasing function of $r$. Now we introduce the basic notions related to the growth scale of non-decreasing functions.

Let $\alpha(r)$ be a function defined for $r > 0$, which is non-negative and non-decreasing for sufficiently large $r$ (if $\alpha(r)$ satisfies this condition, we write $\alpha(r) \in \Lambda$).

The number

$$\rho = \rho[\alpha] = \limsup_{r \to \infty} \ln^+ \frac{\alpha(r)}{\ln r}$$

is called the order of $\alpha(r)$. If we replace the upper limit by the lower limit in this definition, we get the definition of the lower order, which will be denoted by $\lambda = \lambda[\alpha]$. The function $\alpha(r)$ is said to have finite (infinite) order if $\rho < \infty$ ($\rho = \infty$).

Suppose that $\alpha(r)$ has finite order $\rho$. The number

$$\sigma = \sigma[\alpha] = \limsup_{r \to \infty} \frac{\alpha(r)}{r^\rho}$$

is called the magnitude of type of the function $\alpha(r)$. If $\sigma = 0$, we say that $\alpha(r)$ has minimal type; if $0 < \sigma < \infty$, we say that $\alpha(r)$ has normal (or mean) type; if $\sigma = \infty$, we say that $\alpha(r)$ has maximal type.

Let $\rho$ be order of $\alpha(r)$, $\rho < \infty$, and $\mu$ an arbitrary number satisfying $\mu > \rho$. Then, for sufficiently large $r$, we have $\alpha(r) < r^{(\rho+\mu)/2}$, and the integral

$$\int_1^\infty \frac{\alpha(r)}{r^{\mu+1}} dr$$

converges. On the other hand, if the integral (1.1) converges ($\mu > 0$), then the order of $\alpha(r)$ is not greater than $\mu$, furthermore, if the order of $\alpha(r)$ is equal to $\mu$, then $\alpha(r)$ is of minimal type. In fact, for $r > r_0(\varepsilon)$ we have

$$\varepsilon > \int_r^\infty \frac{\alpha(t)}{t^{\mu+1}} dt \geq \alpha(r) \int_r^\infty \frac{dt}{t^{\mu+1}} = \frac{\alpha(r)}{\mu r^\mu},$$

from which we get

$$\alpha(r) < \varepsilon \mu r^\mu.$$

Thus, the order of $\alpha(r)$ is equal to the infimum of those $\mu$ for which the integral (1.1) converges (if the set is empty, then $\rho[\alpha] = \infty$).
Let \( \alpha(r) \) be a function of finite order \( \rho \). We say that \( \alpha(r) \) belongs to the convergence class or to the divergence class depending on whether the integral
\[
\int_1^\infty \frac{\alpha(r)}{r^{\rho+1}} dr
\]
converges or diverges.

The reasoning presented above implies that \( \alpha(r) \) has minimal type if it belongs to the convergence class. Functions of normal and maximal type belong to the divergence class.

**Example.** Let \( \alpha(r) = r^\beta (\ln r)^\gamma \) for \( r > 2, 0 < \beta < \infty, -\infty < \gamma < \infty \). Then \( \alpha(r) \) is of order \( \beta \); \( \alpha(r) \) is of maximal, normal, or minimal type depending on whether \( \gamma > 0 \), \( \gamma = 0 \), or \( \gamma < 0 \). The function \( \alpha(r) \) belongs to the divergence class if \( \gamma \geq -1 \), and to the convergence class if \( \gamma < -1 \).

**Definition.** We say that functions \( \alpha_1(r), \alpha_2(r) \in \Lambda \) are of the same growth category if they have the same order, and, if the order is finite, have the same type and either both belong to the convergence class, or both belong to the divergence class. We say that \( \alpha_2(r) \) is of higher growth category than \( \alpha_1(r) \) if one of the following conditions is satisfied.

1) \( \rho[\alpha_2] > \rho[\alpha_1] \).
2) \( \rho[\alpha_1] = \rho[\alpha_2] < \infty, \alpha_1(r) \) is of minimal type, and \( \alpha_2(r) \) is of normal or maximal type.
3) \( \rho[\alpha_1] = \rho[\alpha_2] < \infty, \alpha_1(r) \) is of normal type, and \( \alpha_2(r) \) is of maximal type.
4) \( \rho[\alpha_1] = \rho[\alpha_2] < \infty, \alpha_1(r) \) and \( \alpha_2(r) \) are of minimal type, \( \alpha_1(r) \) belongs to the convergence class, and \( \alpha_2(r) \) belongs to the divergence class.

It is easy to see that
\[
\liminf_{r \to \infty} \frac{\alpha_1(r)}{\alpha_2(r)} = 0
\]
if \( \alpha_2(r) \) is of higher growth category than \( \alpha_1(r) \), but the condition \( \alpha_1(r) = o(\alpha_2(r)) \) does not have to be satisfied. Indeed, consider \( \alpha_2(r) = r^{2+\sin(\ln^+ \ln^+ r)} \) and \( \alpha_1(r) = r^2 \). It is clear that \( \alpha_1, \alpha_2 \in \Lambda, \rho[\alpha_2] = 3, \) and \( \rho[\alpha_1] = 2 \). Therefore \( \alpha_2(r) \) is of higher growth category than \( \alpha_1(r) \). However, \( \alpha_2(r_n) = o(\alpha_1(r_n)) \) for \( r_n = \exp \exp \left( \frac{3}{2} \pi + 2\pi n \right) \).

On the other hand, it can happen that \( \alpha_1(r) \) and \( \alpha_2(r) \) are of the same growth category, but \( \alpha_1(r) = o(\alpha_2(r)) \). It happens, for example, for \( \alpha_1(r) = r \ln^+ r, \alpha_2(r) = r(\ln^+ r)^2 \).

It is easy to verify that the functions \( \alpha(r) \in \Lambda, \alpha_1(r) = A\alpha(r) + B(A > 0)^1, \) and \( \alpha_2(r) = \alpha(\alpha + b) \), where \( a > 0 \), are of the same growth category (here and later we define functions \( \alpha_j(r) \) for sufficiently large \( r \), the values of \( \alpha_j(r) \) on finite intervals do not affect the growth category). The magnitudes of the types of these functions are related in the following way: \( \sigma[\alpha_1] = A\sigma[\alpha], \sigma[\alpha_2] = a^\beta \sigma[\alpha] \). If \( \alpha_2(r) = \alpha(r^\beta), \beta > 0 \), then \( \rho[\alpha_3] = \beta \rho[\alpha] \) and \( \sigma[\alpha_3] = \sigma[\alpha] \). We leave verification of these statements to interested readers.

**Theorem 1.1.** Let \( \alpha(r) \in \Lambda, \alpha(r) \to \infty(r \to \infty), \)
\[
\alpha_1(r) = C + \int_{r_0}^{r} \frac{\alpha(t)}{t} dt, \ r_0 > 0.
\]

---

1If \( \alpha(r) = O(1) \) and \( B < 0 \), we assume also that \( \alpha_1(r) \in \Lambda \).
Then the functions \( \alpha(r) \) and \( \alpha_1(r) \) are of the same growth category.

**Proof.** We have

\[
\alpha_1(r) - C \geq \int_r^{er} \frac{\alpha(t)}{t} dt \geq \alpha(r) \int_r^{er} \frac{dt}{t} = \alpha(r).
\]

Hence the growth category of \( \alpha(r) \) cannot be higher than the growth category of \( \alpha_1(r) \). On the other hand,

\[
\alpha_1(r) \leq C + \alpha(r) \int_{r_0}^{r} d\ln t = C + \alpha(r) \ln \frac{r}{r_0},
\]

\[
\frac{\ln^+ \alpha_1(r)}{\ln r} \leq \frac{\ln^+ \alpha(r)}{\ln r} + \frac{\ln^+ \ln \frac{r}{r_0}}{\ln r} + O \left( \frac{1}{\ln r} \right) = \frac{\ln^+ \alpha(r)}{\ln r} + o(1),
\]

hence \( \rho[\alpha_1] \leq \rho[\alpha] \). Since the inverse inequality has been already verified, then \( \rho[\alpha_1] = \rho[\alpha] = \rho \). If \( \rho = 0 \), then both functions \( \alpha(r) \) and \( \alpha_1(r) \) are of maximal type and thus are of the same growth category. Now let \( 0 < \rho < \infty \). If \( \sigma[\alpha] < \infty \), then for \( r > r_1(\varepsilon) \) we have \( \alpha(r) < \sigma[\alpha] + \varepsilon \rho \) and

\[
\alpha_1(r) \leq O(1) + \int_{r_1}^{r} \frac{\sigma[\alpha] + \varepsilon \rho}{t} dt \leq O(1) + \frac{\sigma[\alpha] + \varepsilon \rho}{\rho} r^\rho.
\]

Therefore \( \sigma[\alpha_1] \leq \rho^{-1} \sigma[\alpha] \). This inequality is trivial if \( \sigma[\alpha] = \infty \). The inequality (1.2) implies that \( \sigma[\alpha] \leq e^\rho \sigma[\alpha_1] \). Combining these inequalities, we get that \( \alpha_1(r) \) and \( \alpha(r) \) are of the same type. If \( \alpha_1(r) \) belongs to the convergence class, then \( \alpha(r) \) also belongs to the convergence class (see (1.2)). If \( \alpha(r) \) belongs to the convergence class, then \( \alpha_1(r) \) and thus, also, \( \alpha_1(r) \) have minimal type. On the other hand

\[
\int_1^r \frac{\alpha(t)}{t^{\rho+1}} dt = \int_1^r \frac{d\alpha_1(t)}{t^{\rho}} = \frac{\alpha_1(r)}{\rho r^\rho} - \alpha_1(1) + \rho \int_1^r \frac{\alpha_1(t)}{t^{\rho+1}} dt.
\]

Letting \( r \to \infty \), we get

\[
\rho \int_1^\infty \frac{\alpha_1(t)}{t^{\rho+1}} dt = \frac{\alpha_1(1)}{\rho r^\rho} + \int_1^\infty \frac{\alpha(t)}{t^{\rho+1}} dt < \infty.
\]

Hence \( \alpha_1(r) \) also belongs to the convergence class. \( \square \)

**Corollary.** Let \( f(z) \) be a meromorphic function. Then

1) \( T(r, f), \ T^*(r, f), \) and \( \tilde{A}(r, f) \) have the same growth category, except in the case when \( \tilde{A}(r, f) = O(1) \) as \( r \to \infty \) and \( \tilde{A}(r, f) \) is not identically 0.

2) \( N(r, a) \) and \( n(r, a) \) have the same growth category, except in the case when \( n(r, a) = O(1) \) and \( n(r, a) \) is not identically 0. For each \( a \) the category of growth of \( N(r, a) \) cannot exceed the category of growth of \( T(r, f) \).

In the case when \( \tilde{A}(r, f) = O(1) \) and \( \tilde{A}(r, f) \) is not identically 0, it is clear that \( \tilde{T}(r, f) \sim \text{const} \cdot \ln r \). In the case when \( n(r, a) = O(1) \) and \( n(r, a) \) is not identically 0, we have \( N(r, a) \sim \text{const} \cdot \ln r \). Thus, in these cases the categories of \( \tilde{A}(r, f) \) and \( n(r, a) \) are lower than the categories of \( \tilde{T}(r, f) \) and \( N(r, a) \), respectively.

To prove the corollary, it is enough to use the definitions of \( \tilde{T}(r, f) \) and \( N(r, a) \). We write the definition of \( N(r, a) \) in the following way. Let \( r_1 \) be the least absolute value of a non-zero \( a \)-point of \( f(z), r > r_1 \). Then
\[ N(r,a) = \int_{r_1}^{r} \frac{n(t,a) - n(0,a)}{t} \, dt + n(0,a) \ln r \]
\[ = \int_{r_1}^{r} \frac{n(t,a)}{t} \, dt + n(0,a) \ln r_1. \]

The first fundamental theorem implies that \( N(r,a) \leq T(r,f) + O(1) \), hence the growth category of \( N(r,a) \) does not exceed the growth category of \( T(r,f) \).

Proof of the following theorem is left to interested readers.

**Theorem 1.2.** Let \( \alpha_1(r) \in \Lambda, \alpha_2(r) \in \Lambda \), such that \( \alpha_2(r) \) is not identically 0 and the growth category of \( \alpha_1(r) \) does not exceed the growth category of \( \alpha_2(r) \). Then the growth category of \( \alpha(r) = \alpha_1(r) + \alpha_2(r) + O(1) \) coincides with the growth category of \( \alpha_2(r) \).

**Definition.** The order, lower order, type, class and the growth category of a meromorphic function \( f \) are defined as that of the characteristics \( T(r,f) \).

**Theorem 1.3.** If \( f(z) \) is an entire function, then it has the same growth category as \( \ln M(r,f) \).

**Proof.** Letting \( R = kr, k > 1 \), in the formula (7.1) from Chapter 1, we get
\[ T(r,f) \leq \ln^+ M(r,f) \leq \frac{k+1}{k-1} T(kr,f). \]
Since \( T(r,f) \) and \( \frac{k+1}{k-1} T(kr,f) \) have the same growth category, we get the desired result.

**Remark.** If \( 0 < \rho[f] = \rho[T(r,f)] < \infty \), then the equation (7.1) from Chapter 1 implies
\[ \sigma[f] \leq \sigma[\ln M(r,f)] \leq \frac{k+1}{k-1} k^\rho \sigma[f]. \]

When \( k > 1 \), the minimum of \( \frac{k+1}{k-1} k^\rho \) is attained at \( k = k(\rho) = \frac{1}{\rho}(1 + \sqrt{1 + \rho^2}) \). The estimate
\[ \sigma[\ln M(r,f)] \leq \frac{k(\rho) + 1}{k(\rho) - 1} [k(\rho)]^\rho \sigma[f] \]
is not precise for the class of entire functions. The following estimate holds
\[ \sigma[\ln M(r,f)] \leq \begin{cases} \pi \rho \csc \pi \rho \sigma[f], & \text{if } 0 \leq \rho \leq \frac{1}{2}, \\ \pi \rho \sigma[f], & \text{if } \frac{1}{2} \leq \rho < \infty. \end{cases} \]

Proof of this estimate will be given in the Appendix, where we also show that this estimate is precise.

Relations obtained in Section 6 of Chapter 1 imply several results on growth of meromorphic functions.

**Theorem 1.4.** Let \( f(z) \) be a meromorphic function, \( f_1(z) = R_1[f(z)], f_2(z) = R_2[z,f(z)] \), where \( R_1(u) \) is a rational function of degree \( d \), \( R_2(u,v) \) is a rational function of \( u \) and a polynomial of degree \( p \) of \( v \). Then \( f(z), f_1(z), \) and \( f_2(z) \) are of the same growth category, and the magnitudes of their types are related by the equations \( \sigma[f_1] = d \sigma[f] \) and \( \sigma[f_2] = p \sigma[f] \).
Theorem 1.5. Let \( f(z) \) be a meromorphic function, \( f_1(z) = f(z^n) \), where \( n \) is a positive integer. Then \( \rho[f_1] = n\rho[f] \), \( \sigma[f_1] = \sigma[f] \), and the functions \( f(z) \) and \( f_1(z) \) are in the same class.

Theorem 1.6. Let \( f(z) \) be a meromorphic function, \( f_1(z) = f(az + b) \), \( a \neq 0 \). Then \( f(z) \) and \( f_1(z) \) (as well as \( N(r,f) \) and \( N(r,f_1) \)) are of the same growth category, furthermore \( \sigma[f_1] = |a|\rho[f] \) and \( \rho = \rho[f] = \rho[f_1] \).

Proof. It suffices to prove Theorem 1.6 in the cases when either \( b = 0 \) or \( a = 1 \). In the former case the theorem follows from Theorem 6.7 from Chapter 1. In the latter case, the obvious (for \( r > |b| \)) inequalities

\[
\tilde{A} (r - |b|, f(z)) \leq \tilde{A} (r, f(z + b)) \leq \tilde{A} (r + |b|, f(z)),
\]

\[n(r - |b|, f(z)) \leq n(r, f(z + b)) \leq n(r + |b|, f(z)),\]

and the corollary of Theorem 1.1 imply that \( f(z) \) and \( f(z + b) \) (as well as \( N(r, f(z)) \) and \( N(r, f(z + b)) \)) have the same growth category.

Let \( 0 < \rho < \infty \). Let us show that \( \sigma[f(z)] = \sigma[f(z + b)] \). It is clear that \( \tilde{A} (r, f(z)) \) and \( \tilde{A} (r, f(z + b)) \) tend to \( \infty \) as \( r \to \infty \) (otherwise we would have \( \tilde{T} (r, f(z)) = O(\ln r) \) and \( \tilde{T} (r, f(z + b)) = O(\ln r) \)). Let \( r > 2|b| \). Then

\[
\tilde{T} (r, f(z + b)) = \int_0^r \frac{\tilde{A} (t, f(z + b))}{t} dt
\]

\[
\geq \int_{2|b|}^r \frac{\tilde{A} (t, f(z + b))}{t} dt \geq \int_{2|b|}^r \frac{\tilde{A} (t - |b|, f(z))}{t} dt
\]

\[
= \int_{|b|}^{r - |b|} \frac{\tilde{A} (t, f(z))}{t + |b|} dt = (1 + o(1)) \int_0^{r - |b|} \frac{\tilde{A} (t, f(z))}{t} dt
\]

\[
= (1 + o(1)) \frac{\tilde{T} (r - |b|, f)}{r}
\]

(we used the l’Hôpital’s rule). We get

\[
\tilde{T} (r, f(z)) = \tilde{T} (r, f(z + b)) \geq (1 + o(1)) \frac{\tilde{T} (r - |b|, f(z))}{r}
\]

Hence

\[
\tilde{T} (r, f(z + b)) \geq (1 + o(1)) \frac{\tilde{T} (r - |b|, f(z))}{r}
\]

(1.4)

Therefore \( \sigma[f(z + b)] = \sigma[f(z)] \). \( \square \)

Remark. The following inequality (for an arbitrary \( a \)) can be proved in the same way as (1.4)

\[
N(r, a, f(z + b)) \geq (1 + o(1))N(r - |b|, a, f(z))
\]

(1.5)

\[
\geq (1 + o(1))N(r - 2|b|, a, f(z + b)).
\]

Theorem 1.7. Let \( f_1(z) \) and \( f_2(z) \) be meromorphic functions, such that the growth category of \( f_1(z) \) does not exceed the growth category of \( f_2(z) \). Then the growth categories of \( f_1(z) \), \( f_1(z) + f_2(z) \), \( f_1(z)f_2(z) \), and \( f_2(z)/f_1(z) \) do not exceed the growth category of \( f_2(z) \). Furthermore, they coincide with the growth
category of \( f_2(z) \) if \( f_1(z) \) is not identically 0 and the growth category of \( f_1(z) \) is lower than the growth category of \( f_2(z) \).

**Proof.** Since

\[
T(r, f_1 \pm f_2) \leq T(r, f_1) + T(r, f_2) + O(1),
T(r, f_1 f_2) \leq T(r, f_1) + T(r, f_2) + O(1),
T \left( r, \frac{f_1}{f_2} \right) \leq T(r, f_1) + T(r, f_2) + O(1),
\]

Theorem 1.2 implies the first statement. We prove the second statement for \( f_1 f_2 \) only (proofs for \( f_1 \pm f_2, f_1/f_2, \) and \( f_2/f_1 \) are similar). Assume that the growth category of \( f_1 f_2 \) is lower than the growth category of \( f_2 \). Since \( f_2(z) = \{f_1(z) f_2(z)\}/f_1(z) \), by the first part of the theorem, the growth category of \( f_2(z) \) does not exceed the maximum of the growth categories of \( f_1(z) f_2(z) \) and \( f_1(z) \), which are lower than the growth category of \( f_2(z) \). We get a contradiction. □

Let \( \{r_\nu\} \) be a non-decreasing sequence of positive numbers tending to \( \infty \). Denote by \( \nu(r) \) the number of members of this sequence satisfying \( 0 < r_\nu \leq r \). Let

\[
\nu_1(r) = \int_0^r \frac{\nu(t)}{t} dt
\]

It is clear that \( \nu(r) \in \Lambda, \nu_1(r) \in \Lambda \), and by Theorem 1.1, these functions have the same growth category.

**Theorem 1.8.** Let \( \nu(r) \) be of order \( \rho, 0 < \rho < \infty \). Then the series

\[
\sum_{\nu=1}^{\infty} \left( \frac{1}{r_\nu} \right)^\mu
\]

converges if \( \mu > \rho \), diverges if \( \mu < \rho \). For \( \mu = \rho \) the series converges or diverges depending on whether \( \nu(r) \) belongs to the convergence class or to the divergence class.

**Proof.** Obviously (see above) it suffices to show that the series (1.6) and the integral

\[
\int_{r_1}^{\infty} \frac{\nu(r)}{r^{1+\mu}} dr
\]

are either both convergent or both divergent. For \( 0 < r_0 < r_1 \) we have

\[
\sum_{r_\nu \leq r} \left( \frac{1}{r_\nu} \right)^\mu = \int_{r_0}^{r} \frac{d\nu(t)}{t^\mu} = \nu(r) - \frac{r}{r_0} \int_{r_0}^{r} \frac{\nu(t)}{t^\mu+1} dt.
\]

If the integral (1.7) diverges, then the inequality

\[
\sum_{r_\nu \leq r} \left( \frac{1}{r_\nu} \right)^\mu \geq \mu \int_{r_0}^{r} \frac{\nu(t)}{t^{\mu+1}} dt
\]

implies that the series (1.6) also diverges. If the integral (1.7) converges, then, as we saw, \( \nu(r) = o(r^\mu) \), therefore, letting \( r \to \infty \) in (1.8), we get

\[
\sum_{\nu=1}^{\infty} \left( \frac{1}{r_\nu} \right)^\mu = \mu \int_{r_0}^{\infty} \frac{\nu(t)}{t^{\mu+1}} dt.
\]

□
COROLLARY. Let \( f(z) \) be a meromorphic function, \( z_\nu(a) \) be its non-zero \( a \)-points. Let \( \rho = \rho[f] \) and \( \rho_1 = \rho[n(r, a)] \). Then the series

\[
\sum_{\nu} \frac{1}{|z_\nu(a)|^\rho}
\]

converges if \( \mu > \rho_1 \), and hence if \( \mu > \rho \). The series (1.9) converges if \( \mu = \rho_1 \) and \( n(r, a) \) belongs to the convergence class. If \( \mu < \rho_1 \), the series (1.9) diverges.

DEFINITION. Let \( f(z) \) be a transcendental meromorphic function. A complex number \( a \) is called a Picard exceptional value of the function \( f(z) \) if the number of its \( a \)-points in \( \{|z| < \infty\} \) is finite, that is, if \( N(r, a) = O(\ln r) \). A complex number \( a \) is called a Borel exceptional value if the growth category of \( n(r, a) \) is lower than the growth category of \( f(z) \).

In the cases when the order of \( f(z) \) is non-zero, or when \( n(r, a) \to \infty \) as \( r \to \infty \), we may replace \( n(r, a) \) by \( N(r, a) \) in the definition of a Borel exceptional value.

It is clear that a Picard exceptional value is a Borel exceptional value. The converse is not true.

EXAMPLE \( f(z) = e^z \sin z \). The function \( e^z \) has order 2, the function \( \sin z \) has order 1. Hence \( f(z) \) has order 2. On the other hand, \( n(r, 0) = 1 + 2[r/\pi] \). Hence, the order of \( n(r, 0) \) is 1. Thus 0 is a Borel exceptional value, but is not a Picard exceptional value.

2. Proximate order

A function \( \rho(r) \) defined on \([0, \infty)\) is called a proximate order if it satisfies the conditions

1) \( \rho(r) \geq 0 \);
2) \( \lim_{r \to \infty} \rho(r) = \rho, 0 \leq \rho < \infty \);
3) \( \rho(r) \) is continuously differentiable on \([0, \infty)\);
4) \( \lim_{r \to \infty} r^\rho(r) \ln r = 0 \).

Proximate orders \( \rho_1(r) \) and \( \rho_2(r) \) are called equivalent if \( \rho_1(r) \rho_2(r) = o(\ln^{-1} r) \).

Let \( \alpha(r) \in \Lambda \) be of finite order \( \rho[\alpha] \). A proximate order \( \rho(r) \) is called a proximate order of the function \( \alpha(r) \) if \( 0 \leq \sigma^*[\alpha] < \infty \), where

\[
\sigma^*[\alpha] = \limsup_{r \to \infty} \frac{\alpha(r)}{r^{\rho(r)}}.
\]

The number \( \sigma^*[\alpha] \) is called the magnitude of type of \( \alpha(r) \) with respect to the proximate order \( \rho(r) \). It is clear that if \( \rho(r) \) is a proximate order of \( \alpha(r) \), then \( \rho(r) \to \rho = \rho[\alpha] \) as \( r \to \infty \). The magnitude of type \( \sigma^*[\alpha] \) does not change if the proximate order \( \rho_1(r) \) is replaced by a proximate order \( \rho_2(r) \), since \( r^{\rho_1(r)} \sim r^{\rho_2(r)} \).

Using a proximate order \( \rho(r) \) and the magnitude of type \( \sigma^*[\alpha] \) we can introduce the notions of type, convergence class, and growth category of \( \alpha(r) \) with respect to \( \rho(r) \). It can be verified that all theorems of the previous section (except Theorem 1.1 in the case \( \rho = 0 \)) remain true if we understand the category of \( \alpha(r) \) as the category with respect to a proximate order \( \rho(r) \). We are not going to use this.

If a function \( \alpha(r) \in \Lambda \) has finite lower order \( \lambda[\alpha] \), then its lower proximate order is defined as a proximate order \( \lambda(r) \) such that \( 0 < \sigma_\lambda[\alpha] < \infty \), where

\[
\sigma_\lambda[\alpha] = \liminf_{r \to \infty} \frac{\alpha(r)}{r^{\lambda(r)}}.
\]
It is easy to see, that if \( \lambda(r) \) is a lower proximate order of \( \alpha(r) \), then \( \lambda(r) \to \lambda = \lambda[\alpha] \).

Applications of proximate orders are based on the following theorem.

**Theorem 2.1.** Each positive continuous function \( \alpha(r) \in \Lambda \) has a proximate order. Each positive continuous function \( \alpha(r) \in \Lambda \) of finite lower order has a lower proximate order.

**Proof.** As is easy to see it suffices to find \( \rho(r) \) and \( \lambda(r) \) for which the condition 3) in the definition of a proximate order is replaced by the following weaker condition: \( \rho(r) \) and \( \lambda(r) \) are continuous on \([0, \infty)\), and continuously differentiable everywhere on \([0, \infty)\) except for a set of isolated points at which they have one-sided derivatives. In fact, in sufficiently small neighborhoods of the points where the derivatives do not exist, the functions \( \rho(r) \) and \( \lambda(r) \) can be corrected by at most \( o(\ln^{-1} r) \) in such a way that the resulting functions are continuously differentiable everywhere, and still satisfy the conditions 1), 2), and 4).

First we prove the existence of a proximate order \( \rho(r) \). Suppose that \( \alpha(r) \) is defined on \([0, \infty)\) and \( \alpha(r) \to \infty \) as \( r \to \infty \). (If \( \alpha(r) = O(1) \), we let \( \rho(r) = 0 \).)

Let \( \rho \) be the order of \( \alpha(r) \). Denote by \( d(r) \) the function

\[
d(r) = \frac{\ln^+ \alpha(r)}{\ln r}.
\]

Then

\[
\limsup_{r \to \infty} d(r) = \rho.
\]

There are two possibilities:

A) there exists a sequence \( r_k \to \infty \), \( 1 \leq k \to \infty \), such that \( d(r_k) > \rho \);

B) \( d(r) \leq \rho \) for all \( r \geq r_0 > e \).

Assume that A is satisfied. Let \( \varphi(r) = \max_{x \geq r} d(x) \). It is clear that \( \varphi(r) \) is well-defined and is a non-increasing, positive function, and \( \varphi(r) \to \rho \) as \( r \to \infty \). It is clear, also, that the set \( M \) of those \( r \) for which \( \varphi(r) = d(r) \) is unbounded.

Let \( r_1 > e^e \) and \( r_1 \in M \). Set \( \rho(r) = \varphi(r_1) \) for \( 0 \leq r < r_1 \). Denote by \( t_1 \) the least integer, exceeding \( 1 + r_1 \) and such that \( \varphi(r_1) > \varphi(t_1) \). Set \( \rho(r) = \varphi(r_1) \) for \( r_1 < r \leq t_1 \). Let \( u_1 = \ln r_1 \) be the \( x \)-coordinate of the first point of intersection of the curves \( y = \rho(r_1) - \ln x + \ln t_1 \) and \( y = \varphi(x) \) for \( x > t_1 \). Set \( \rho(r) = \rho(r_1) - \ln x + \ln t_1 \) for \( t_1 \leq r \leq u_1 \). It is clear that on this interval, \( \rho(r) \geq \varphi(r) \), and the equality takes place at \( r = u_1 \) only. Let \( r_2 = \min(M \cap \{r \geq u_1\}) \). If \( r_2 > u_1 \), set \( \rho(r) = \varphi(r) \) for \( u_1 \leq r \leq r_2 \). Since \( \varphi(r) \) is constant when \( u_1 \leq r \leq r_2 \), then \( \rho(r) \) is also constant on this interval. We repeat the same construction with \( r_1 \) replaced by \( r_2 \). Continuing in such a manner we define \( \rho(r) \) on \([0, \infty)\), since \( r_n - r_{n-1} \geq u_{n-1} - r_{n-1} \geq t_{n-1} - r_{n-1} \geq 1 \) and \( r_n \to \infty \). The function \( \rho(r) \) is continuous and has a continuous derivative everywhere except points \( t_n \) and \( u_n \), \( n \geq 1 \), where it has one-sided derivatives. Since

\[
\rho'(r) = 0 \text{ or } \rho'(r) = -\frac{1}{r \ln r \ln_2 r}.
\]

---

\(^2\)We use the notation \( \ln_j x \) for the \( j \)-th iteration of the logarithm (\( j \geq 0 \)): \( \ln_0 x = x \), \( \ln_1 x = \ln(\ln_{j-1} x) \). We use the notation \( \exp_j x \) for the \( j \)-th iteration of the exponential function: \( \exp_0 x = x \), \( \exp_1 x = \exp(\exp_{j-1} x) \).
the condition 4) is satisfied. Our construction is such that \( \rho(r) \geq \varphi(r) \geq d(r) \) if \( r \geq r_1, \rho(r_0) = \varphi(r_0) = d(r_0), \ n \geq 1, \) and \( \rho(r) \) is a non-increasing function. Hence
\[
\lim_{r \to \infty} \rho(r) = \lim_{r \to \infty} \varphi(r) = \rho,
\]
and the condition 2) is satisfied. Furthermore,
\[
\alpha(r) \leq r^{d(r)} \leq r^{\varphi(r)} \quad \text{and} \quad \alpha(r_n) = r_n^{d(r_n)} = r_n^{\varphi(r_n)}
\]
if \( r \geq r_1. \) Therefore
\[
\sigma^*[\alpha] = \limsup_{r \to \infty} \frac{\alpha(r)}{r^{\rho(r)}} = 1.
\]

Now we consider the case B. If \( d(r_n) = \rho \) for a sequence \( \{r_n\} \) satisfying \( r_n \to \infty, \) then we may let \( \rho(r) \equiv \rho. \) Now let \( 0 < d(r) < \rho \) for all \( r \geq r_0 > \exp_3 1. \) Set \( \psi(r) = \max_{r_0 \leq x \leq r} d(x). \) It is clear that \( \psi(r) \) is a continuous non-decreasing function, and the set \( L \) of those \( r \geq r_0 \) for which \( d(r) = \psi(r) \) is unbounded. Let \( r_1 > r_0 \) and let \( s_1 \) be the largest \( x \)-coordinate of the points of intersection of the curves \( y = \rho + \ln 3 - x \ln r_1 \) and \( y = \psi(x). \) It is clear that if \( r_1 \) is sufficiently large, then there is a point of intersection such that \( r_0 < s_1 < r_1 \) and \( L \cap [r_0, s_1] \neq \emptyset. \) Let \( t_1 = \max \{L \cap [r_0, s_1]\}. \) Set \( \rho(r) = \psi(t_1) = d(t_1) \) for \( 0 \leq r \leq s_1. \) Choose \( r_2 > r_1 + 1 \) to be so large that the largest \( x \)-coordinate of points of intersection of the curves \( y = \rho + \ln 3 - x \ln r_2 \) and \( y = \psi(x) \), denoted by \( s_2, \) is greater than \( r_1, \) and \( L \cap [r_1, s_2] \neq \emptyset. \) Let \( t_2 = \max \{L \cap [r_1, s_2]\}. \) Denote by \( u_1, s_1 \leq u_1 \leq r_1 \) the point at which \( \rho + \ln 3 - x \ln r_1 = \psi(t_2). \) Set \( \rho(r) = \rho + \ln 3 - r \ln r_1 \) for \( s_1 \leq r \leq u_1 \) and \( \rho(r) \equiv \psi(t_2) = d(t_2) \) for \( u_1 \leq r \leq s_2. \) We continue in an obvious way. Since \( r_n > r_n - 1 + 1, \) the function \( \rho(r) \) is defined for all \( r \geq 0. \) It is clear from the construction that \( \rho(r) \) is continuous for \( r \geq 0, \) and the inequality
\[
\rho \geq \rho(r) \geq \psi(r) \geq d(r)
\]
is satisfied, furthermore \( \rho(t_n) = \psi(t_n) = d(t_n), \ n \to \infty. \) Therefore
\[
\sigma^*[\alpha] = \limsup_{r \to \infty} \frac{\alpha(r)}{r^{\rho(r)}} = 1.
\]

Since \( \psi(r) \to \rho \) as \( r \to \infty, \) we have \( \rho(r) \to \rho. \) Finally, the derivative \( \rho'(r) \) is defined everywhere except the points \( s_n, u_n, \) it is equal to 0, or to \( (r \ln r \ln 2 r)^{-1}, \) thus the condition 4) is satisfied.

The desired function is constructed in all cases.

To construct a lower proximate order \( \lambda(r) \) we introduce a function \( d_1(r) \) by
\[
d_1(r) = \frac{\ln r}{\ln r + \ln^+ \alpha(r)}.
\]
Then
\[
\limsup_{r \to \infty} d_1(r) = \frac{1}{1 + \lambda},
\]
and, using the same argument as above, we can construct a proximate order \( \rho_1(r) \to (1 + \lambda)^{-1}, \) such that \( 0 < \rho_1(r) < 1 \) and \( d_1(r) \leq \rho_1(r) \) for all \( r, r_0 \leq r < \infty, \) and, furthermore, \( d_1(r_n) = \rho_1(r_n) \) for a sequence \( \{r_n\} \) satisfying \( \lim_{n \to \infty} r_n = \infty. \)

Set \( \lambda(r) = \frac{1}{\rho_1(r)} - 1. \) It is easy to see that \( \lambda(r) \) is a proximate order, \( \lambda(r) \to \lambda = \lambda(\alpha), \) and, moreover, \( \alpha(r) \geq r^{\lambda(r)} \) for all \( r \) satisfying \( r_0 \leq r < \infty, \) and \( \alpha(r_n) = r_n^{\lambda(r_n)}, \ n = 1, 2, \ldots. \) Hence \( \lambda(r) \) is a lower proximate order of \( \alpha(r). \)
Observe that the proximate order \( \rho(r) \) constructed in the proof is a monotone function, \( \alpha(r) \leq r^{\rho(r)} \) for \( r \geq r_0 \), and there exists a sequence \( \{r_k\}, r_k \to \infty \), such that \( \alpha(r) = r^{\rho(r)} \) for \( r = r_k \).

A proximate order \( \rho(r) \) is convenient because the function \( r^{\rho(r)} \) has many properties of the power function \( r^\rho \).

**Definition.** A positive continuous function \( L(r) \), defined for \( r \geq r_0 \), is called *slowly varying* if

\[
\lim_{r \to \infty} \frac{L(kr)}{L(r)} = 1
\]

uniformly on each interval \( 0 < a \leq k \leq b < \infty \).

**Theorem 2.2.** If \( \rho(r) \) is a proximate order, then \( L(r) = r^{\rho(r)} \) is a slowly varying function.

**Proof.** Assume, without loss of generality, that \( 0 < a < 1 \) and \( b = 1/a \). Then

\[
\ln \frac{L(kr)}{L(r)} = [\rho(kr) - \rho] \ln k + [\rho(kr) - \rho(r)] \ln r.
\]

For each \( \varepsilon > 0 \) there exists \( r_0 \), such that for \( ar > r_0 > 1 \) the conditions

\[
|\rho(r) - \rho| < \varepsilon
\]

and

\[
|\rho'(r)|r \ln r < \varepsilon
\]

hold. By Lagrange’s mean value theorem, applied to \( \rho(e^t) \), \( t = \ln r \) (for \( r > r_0 \)), there exists \( k^* = k^*(r) \), \( a \leq k^* \leq b \), such that

\[
|\rho(kr) - \rho(r)| = k^*r|\rho'(k^* r)||\ln k| < \varepsilon \frac{\ln b}{\ln(k^* r)} < \varepsilon \frac{\ln b}{\ln(ar)}.
\]

Then

\[
|\ln \frac{L(kr)}{L(r)}| \leq \varepsilon \ln b + \varepsilon \ln b \frac{\ln r}{\ln(ar)} < \varepsilon \ln b \left( 1 + \frac{\ln r_0}{\ln(ar_0)} \right).
\]

Hence \( \ln(L(kr)/L(r)) \) converges uniformly to 0, and \( L(kr)L(r) \) converges uniformly to 1. \( \square \)

**Corollary.** If \( \rho(r) \) is a proximate order and \( 0 < a < b < \infty \), then for each \( \varepsilon > 0 \) there exists \( r_0 \), such that for all \( r > r_0 \) and \( a \leq k \leq b \) the inequality

\[
(1 - \varepsilon)k^\rho r^{\rho(r)} < (kr)^{\rho(kr)} < (1 + \varepsilon)k^\rho r^{\rho(r)}
\]

holds.

In fact, if \( L(r) \) is the function from Theorem 2.2, then

\[
\frac{L(kr)}{L(r)} = \frac{(kr)^{\rho(kr)}}{k^\rho r^{\rho(r)}}.
\]

**Theorem 2.3.** If \( \rho(r) \) is a proximate order and \( \rho > 0 \), then the function \( V(r) = r^{\rho(r)} \) is increasing for sufficiently large \( r \).

In fact,

\[
V'(r) = r^{\rho(r)-1}\{\rho(r) + \rho'(r)r \ln r\}.
\]

The function in braces approaches \( \rho > 0 \) as \( r \to \infty \), hence, for sufficiently large \( r \), we have \( V'(r) > 0 \).
Theorem 2.4. Let \( \rho(r) \) be a proximate order, \( \rho(r) \to \rho \) as \( r \to \infty \). Then

\[
\int_1^r t^{\rho(t)-q} dt \sim \frac{r^{\rho(r)+1-q}}{\rho + 1 - q}
\]

if \( q < \rho + 1 \); and

\[
\int_r^\infty t^{\rho(t)-q} dt \sim \frac{r^{\rho(r)+1-q}}{q - \rho - 1}
\]

if \( q > \rho + 1 \).

The statements can be easily verified using the l'Hôpital's rule.

Exercise 1. Let \( 0 \leq p < \rho < p+1 \), and let \( \rho(r) \) be a proximate order satisfying \( \rho(r) \to \rho \). Prove

\[
\lim_{r \to \infty} \int_{c/r}^\infty \frac{(rt)^{\rho(rt)}}{r^{\rho(r)}} \frac{d\tau}{\tau^{\rho+1}(1 + \tau)} = \int_0^\infty \frac{\tau^{p-1}}{1 + \tau} d\tau = \frac{\pi}{\sin(\pi(\rho - p))},
\]

that is, it is possible to pass to the limit under the integral sign.

Hint. Split the interval \([c/r, \infty)\) into three subintervals: \([c/r, \varepsilon]\), \([\varepsilon, \varepsilon^{-1}]\), \([\varepsilon^{-1}, \infty)\), where \( \varepsilon > 0 \) is a small positive number. The first integral is estimated as:

\[
\int_{c/r}^\varepsilon \frac{(rt)^{\rho(rt)}}{r^{\rho(r)}} \frac{d\tau}{\tau^{\rho+1}(1 + \tau)} \leq r^{p-\rho(r)} \int_{c}^\varepsilon t^{\rho(t)-p-1} dt \to_{r \to \infty} \varepsilon^{p-p} r^{\rho(r) - \rho}.
\]

The last relation can be obtained by combining Theorem 2.4 and Theorem 2.2 (instead of using Theorem 2.4 one can use the l'Hôpital's rule). The third integral can be estimated in a similar way. To estimate the second integral one can use the corollary of Theorem 2.2.

Exercise 2. Let \( \rho(r) \) be a proximate order satisfying \( \rho(r) \to \rho \). Then for each fixed \( k > 0 \) we have

\[
\lim_{R \to \infty} \int_1^{kR} r^\rho(r) - \rho(R)^{-1} dr = \infty.
\]

Hint. Let \( L(r) = r^\rho(r) - \rho \), fix \( 0 < \varepsilon < k \). We get

\[
\int_1^{kR} r^\rho(r) - \rho(R)^{-1} dr = \int_1^{kR} L(r) \frac{R^{\rho(R)-\rho}}{L(R)} \frac{dr}{r} \geq \min_{\varepsilon R \leq r \leq kR} \frac{L(r)}{L(R)} \frac{R^{\rho(R)-\rho}}{\varepsilon} \geq \left( \min_{\varepsilon R \leq r \leq kR} \frac{L(r)}{L(R)} \right) \varepsilon^{\rho(R)-\rho} \ln \frac{k}{\varepsilon}.
\]

Applying Theorem 2.2 we get

\[
\liminf_{R \to \infty} \int_1^{kR} r^\rho(r) - \rho(R)^{-1} dr \geq \ln \frac{k}{\varepsilon}.
\]

It remains to use the possibility of choosing \( \varepsilon \) arbitrarily small.
3. Infinite products

We assume knowledge of basic properties of infinite products of analytic functions (see, for example [Pri56, Chapter IX]). It will be convenient for us to deviate from the standard definitions, and to consider an infinite product \( \prod_{k=1}^{\infty} f_k(z) \) as being convergent at \( z_0 \), if for some \( N \) there exists a finite non-zero limit

\[
\lim_{n \to \infty} \prod_{k=N}^{n} f_k(z_0).
\]

We consider \( \prod_{k=1}^{n} f_k(z) \) as being uniformly convergent on a set \( M \), if for some \( N \) the products \( \prod_{k=N}^{n} f_k(z) \) converge uniformly on \( z \in M \) to some function \( R_N(z) \neq 0, \infty \) as \( n \to \infty \).

In a similar way we modify the standard definition of the absolute convergence of an infinite product.

This modification of the standard definitions is convenient for us, because, with this modification, the fact that some terms of the product are equal to 0 or \( \infty \) at some points does not affect the convergence of the product and the type of this convergence.

The following theorem is presented in many texts.

**Theorem 3.1.** Let \( f_k(z), k = 1, 2, \ldots, \) be analytic in a region \( G \), such that \( |f_k(z)| \leq a_k, k \geq k_0 \geq 1 \) for \( z \in G \). If the series \( \sum_{k} a_k \) is convergent, then the product \( \prod_{k=1}^{\infty} [1 + f_k(z)] \) converges uniformly and absolutely on \( G \) to an analytic function.

Theorem 3.1 implies the following result.

**Theorem 3.2.** Let \( a_k, k = 1, 2, \ldots, \) be a sequence of complex numbers satisfying \( 0 < |a_1| \leq |a_2| \leq \ldots \), such that

\[
\sum_{k=1}^{\infty} \frac{1}{|a_k|^q} < \infty,
\]

where \( q \) is a positive integer. Suppose that an entire function \( g(z) \) has a power series representation of the form

\[
g(z) = 1 + c_q z^q + c_{q+1} z^{q+1} + \ldots
\]

Then the product

\[
f(z) = \prod_{k=1}^{\infty} g \left( \frac{z}{a_k} \right)
\]

converges absolutely and uniformly on each bounded disc to an entire function \( f(z) \).

**Proof.** By (3.2), \( |g(z) - 1| \leq A|z|^q \) for \( |z| < r_0 \), where \( A \) is some constant. Consider a disc \( \{ |z| \leq R \} \) of an arbitrarily large radius \( R \). The inequality \( R < |a_k| r_0 \) holds for \( k \geq k_0 = k_0(R) \). We have

\[
\prod_{k=k_0}^{\infty} g \left( \frac{z}{a_k} \right) = \prod_{k=k_0}^{\infty} \left\{ 1 + \left[ g \left( \frac{z}{a_k} \right) - 1 \right] \right\}.
\]

Since for \( k \geq k_0 \) and \( |z| \geq R \) we have

\[
|g \left( \frac{z}{a_k} \right) - 1| \leq A \left| \frac{z}{a_k} \right|^q \leq AR^q \frac{1}{|a_k|^q},
\]

we have

\[
\lim_{k \to \infty} g \left( \frac{z}{a_k} \right) = 1.
\]

Therefore, the product converges uniformly and absolutely on each bounded disc to an entire function \( f(z) \).
by (3.1) and Theorem 3.1, the product (3.3) converges absolutely and uniformly in 
\{ |z| < R \} to an analytic function \( f(z) \).

\[ \square \]

**Example 1.** Denote by \( E(z, p) \) the entire function given by

\[
E(z, p) = \begin{cases} 
1 - z & \text{if } p = 0, \\
(1 - z)e^{z^2/2 + \cdots + z^p/p} & \text{if } p \geq 1.
\end{cases}
\]

The function \( E(z, p) \) is called a Weierstrass primary factor. It is clear that \( E(z, p) - 1 \) has a zero of order \((p + 1)\) at \( z = 0 \). If \( p \geq 1 \), we have

\[ E'(z, p) = -z^p \exp \left( z + \frac{z^2}{2} + \cdots + \frac{z^p}{p} \right). \]

Thus, if the sequence \( \{a_k\} \) is such that the series (3.1) converges for \( q = p + 1 \), then, by Theorem 3.2, the product

\[ f(z) = \prod_{k=1}^{\infty} E \left( \frac{z}{a_k}, p \right) \]

converges absolutely and uniformly on each bounded disc, and hence is an entire function, called the Weierstrass canonical product of genus \( p \). It is clear that \( f(z) \) has zeroes at points \( a_k \), and only there.

**Example 2.** Let \( g(z) \) be an arbitrary entire function satisfying \( g(0) = 1 \). Suppose that in a neighborhood of \( z = 0 \) the function \( 1/g \) admits a representation of the form \( 1/g(z) = 1 + c_1 z + c_2 z^2 + \ldots \). Let \( P_{n-1}(z) = 1 + c_1 z + \cdots + c_{n-1} z^{n-1} \), \( R_n(z) = \sum_{j=n}^{\infty} c_j z^j \). Then the entire function

\[ P_{n-1}(z)g(z) = \left( \frac{1}{g(z)} - R_n(z) \right) g(z) = 1 - R_n(z)g(z) = 1 - c_n z^n + \ldots \]

satisfied the conditions of Theorem 3.2 with \( q = n \).

**Example 3.** If a sequence \( \{a_k\} \) is such that the series (3.1) is convergent with \( q = 2 \), then the product

\[ \prod_{k=1}^{\infty} \cos \frac{z}{a_k} \]

converges absolutely and uniformly in each bounded disc, and represents an entire function.

Suppose that \( g(z) \) and \( f(z) \) satisfy the conditions of Theorem 3.2. Our next purpose is to estimate from above \( \ln M(r, f) \) provided an estimate from above of \( \ln M(r, g) \) is given.

**Theorem 3.3.** Suppose that the conditions of Theorem 3.2 are satisfied and \( \ln M(r, g) = O(r^\kappa) \) as \( r \to \infty \), where \( 0 < \kappa < q \). Denote by \( \nu(r) \) the number of points \( a_k \) in the disc \( \{ |z| \leq r \} \). Then there exists a constant \( C \), depending on \( g(z) \), but not on the sequence \( \{a_k\} \), such that

\[ \ln M(r, f) < C \int_0^{\nu(r)} \frac{\nu(\tau)}{\tau^{1+\kappa}} \frac{d\tau}{1 + \tau^{q-\kappa}}, \quad 0 < r < \infty. \]
If \( p = 3.7 \)

This immediately implies the conclusion of the theorem with

By (3.3), we get

\[
\ln M(r, g(z)) \leq C_1 \Psi(r), \quad \text{where} \quad \Psi(r) = \frac{r^q}{1 + r^{q-k}}.
\]

But in this case \( \Psi(3.6) \)

Observe that, as is easy to see, if \( \nu(r) = 0 \), we use the same argument as above with \( \Psi(3.6) \)

In fact, if \( p \geq 1 \), we can apply Theorem 3.3 with \( g(z) = E(z, p), \kappa = p, q = p+1. \)

If \( p = 0 \), we use the same argument as above with \( \Psi(r) = \ln(1 + r) \). We get

\[
\Phi(r) \geq C_1 \kappa \int_0^\infty \frac{\nu(r \tau)}{\tau^{1+\gamma}} \frac{d\tau}{1 + \gamma^{1-q}}, \quad 0 < r < \infty.
\]

**Corollary.** If \( f(z) \) is a Weierstrass canonical product of genus \( p \) (3.4), then

\[
\ln M(r, f) < C(p) \int_0^\infty \frac{n(r \tau, 0)}{\tau^{1+p}} \frac{d\tau}{1 + \tau} = C(p)r^{p+1} \int_0^\infty \frac{n(t, 0)}{t^{p+1}} \frac{dt}{t}. \tag{3.5}
\]

In fact, if \( p \geq 1 \), we can apply Theorem 3.3 with \( g(z) = E(z, p), \kappa = p, q = p+1. \)

If \( p = 0 \), we use the same argument as above with \( \Psi(r) = \ln(1 + r) \). We get

\[
\ln M(r, f) \leq C_1 \int_0^\infty n(r \tau, 0) \Psi'(1/\tau) \frac{d\tau}{\tau^2}.
\]

But in this case \( \Psi'(1/\tau) = \tau/(1 + \tau) \), and we immediately get the desired inequality.

Observe that, as is easy to see, if \( p = 0 \) we can set \( C(0) = 1 \). It can be shown that \( C(p) \) can be chosen as \( 4(p+1)(2 + \ln p) \) for \( p \geq 1 \) (see Hayman [Hay64]).

**Remark 1.** If \( f(z) \) is a Weierstrass canonical product of genus \( p \), then

\[
\ln M(r, f) \leq C(p) \left\{ r^p \int_0^R \frac{n(t, 0)}{t^{p+1}} dt + r^{p+1} \int_r^\infty \frac{n(t, 0)}{t^{p+2}} dt \right\}. \tag{3.6}
\]

In fact, for each \( R, 0 \leq R < \infty \), we have

\[
\int_0^R \frac{n(t, 0)}{t^{p+1}} dt \leq r^{p+1} \int_0^R \frac{n(t, 0)}{t^{p+1}} \frac{dt}{t} \leq r^{p+1} \int_0^R \frac{n(t, 0)}{t^{p+1}} \frac{dt}{(t+r)}.
\]

\[
\int_R^\infty \frac{n(t, 0)}{t^{p+1}} dt \leq r^p \int_0^R \frac{n(t, 0)}{t^{p+1}} dt + r^{p+1} \int_R^\infty \frac{n(t, 0)}{t^{p+2}} dt. \tag{3.7}
\]
If $R = r$, from (3.5) and (3.7) we get (3.6).

**Remark 2.** If $f(z)$ is a Weierstrass canonical product of genus $p$, then

$$\ln M(r, f) = o(r^{p+1}).$$

This relation can be derived from (3.5) since

$$\int_0^\infty \frac{n(t, 0)dt}{t^{p+1}(r+t)} = o(1) \text{ as } r \to \infty.$$ 

The legitimacy of passing to limit under the integral sign can be easily justified, since the integrand tends to 0 monotonically as $r \to \infty$.

We establish the following convention: the value of $p$ in the Weierstrass canonical products of genus $p$, which we consider is, unless the contrary is explicitly stated, the least non-negative integer such that the series (3.1) converges for $q = p + 1$. This non-negative integer will be called the *genus of the sequence* $\{a_k\}$.

**Theorem 3.4 (Borel).** *The order of the Weierstrass canonical product $f(z)$ is equal to the order of $n(r, 0)$.*

**Proof.** Let $\rho_1$ be the order of $n(r, 0)$. This number is equal to the order of $N(r, 0)$ (see the corollary of Theorem 1.1), hence $\rho_1 \leq \rho$, where $\rho$ is the order of the canonical product. Since $p$ is the least integer for which the series $\sum_k |a_k|^{-p-1}$ is convergent, then $p \leq \rho_1 \leq p + 1$. By Remark 2 we get $\rho \leq p + 1$, therefore, if $\rho_1 = p + 1$, then $\rho_1 \geq \rho$. Now assume $\rho_1 < p + 1$. Then for each $\rho', \rho_1 < \rho' < p + 1$, we have $n(r, 0) < C_2 r^{\rho'}$ for all $r > 0$, where $C_2$ is some constant. From (3.5) we get

$$\ln M(r, f) < C(p)C_2 r^{\rho'} \int_0^\infty \frac{\tau^{\rho'-p-1}}{1 + \tau} d\tau = C_3 r^{\rho'}.$$ 

Hence $\rho \leq \rho'$ and $\rho \leq \rho_1$. Therefore $\rho \leq \rho_1$ is satisfied in all cases, and together with $\rho_1 \leq \rho$ this proves the theorem. \qed

4. Hadamard and Lindelöf theorems

Canonical products can be used to find convenient representations of meromorphic functions of finite order.

**Theorem 4.1 (Hadamard).** *Let $f(z)$ be a meromorphic function of finite order $\rho$, and let $\{a_{\nu}\}$ and $\{b_\mu\}$ be the sequences of zeros and poles of the function $f(z)$, which are different from $z = 0$. Let $p_1$ be the genus of $\{a_{\nu}\}$ and $p_2$ be the genus of $\{b_\mu\}$. Suppose that in the neighborhood of $z = 0$ the function $f(z)$ has a representation $f(z) = c_\lambda z^\lambda + c_{\lambda+1} z^{\lambda+1} + \ldots$ with $c_\lambda \neq 0$. Then

$$f(z) = z^\lambda e^{P(z)} \frac{\prod E\left(\frac{z}{a_\nu}, p_1\right)}{\prod E\left(\frac{z}{b_\mu}, p_2\right)},$$

where $P(z)$ is a polynomial, whose degree $q$ does not exceed $[\rho]$.*
Proof. Consider an auxiliary function
\[ F(z) = f(z)z^{-\lambda} \prod_{\alpha} E\left( \frac{z}{a_{\alpha}}, p_1 \right) \prod_{\beta} E\left( \frac{z}{b_{\beta}}, p_2 \right). \]

It is clear that \( F(z) \) is an entire function without zeros. By Theorems 1.7 and 3.4, we have
\[ \rho_1 = \rho[F] \leq \max(\rho[f], \rho[n(r, 0, f)], \rho[n(r, \infty, f)]) = \rho. \]

Using Lemma 6.2 from Chapter 1, we get \( F(z) = \exp P(z) \), where \( P(z) \) is a polynomial whose degree does not exceed \( [\rho_1] \leq [\rho] \).

Definition. Let \( f(z) \) be a meromorphic function of finite order \( \rho \). Then it has a representation of the form (4.1). The number \( p = \max(p_1, p_2) \) is called the genus of the function \( f(z) \).

Exercise. Prove the inequality \( p \leq \rho \leq p + 1 \).

Remark. Suppose that the conditions of Theorem 4.1 are satisfied. Denote the sequence of zeros and poles of the function \( f(z) \) by \( \{c_k\} \). Then the representation (4.1) remains valid if we replace \( p_1 \) and \( p_2 \) by \( p' \) in the Weierstrass canonical products. The same representation remains valid if we replace \( p_1 \) and \( p_2 \) by the genus \( p \) of the function \( f(z) \). In fact, suppose, for example, that \( p_1 < p, p_2 < p \). Then
\[ f(z) = z^{\lambda} e^{P(z) + P_1(z) + P_2(z)} \prod_{\alpha} E\left( \frac{z}{a_{\alpha}}, p_1 \right) \prod_{\beta} E\left( \frac{z}{b_{\beta}}, p_2 \right), \]

where
\[ P_1(z) = \frac{z^{p_1+1}}{p_1 + 1} \sum_{\nu} \frac{1}{a_{\nu}^{p_1+1}} - \cdots - \frac{z^p}{p} \sum_{\nu} \frac{1}{a_{\nu}^p}, \]
\[ P_2(z) = \frac{z^{p_2+1}}{p_2 + 1} \sum_{\mu} \frac{1}{b_{\mu}^{p_2+1}} + \cdots + \frac{z^{p}}{p} \sum_{\mu} \frac{1}{b_{\mu}^p}. \]

The series forming the coefficients of polynomials \( P_1(z) \) and \( P_2(z) \) are absolutely convergent by the definitions of the numbers \( p_1 \) and \( p_2 \). Since the degree of the polynomial \( P(z) + P_1(z) + P_2(z) \) does not exceed \( p \), and, hence, does not exceed \( [\rho] \), then the statement is proved in this case. All other cases can be considered in a similar manner.

Denote by \( N(r; a, b) \), \( a \neq b \), the sum \( N(r, a) + N(r, b) \), also let \( n(r; a, b) = n(r, a) + n(r, b) \). We are going to establish connections between the orders and types of the functions \( f(z) \) and \( N(r; a, b) \). It is clear that without loss of generality we may assume that \( a = 0, b = \infty \), and \( f(0) = 1 \).

The easiest case is the case when the order \( \rho \) of the function \( f(z) \) is non-integer.

Theorem 4.2. If the order \( \rho \) of a meromorphic function \( f(z) \) is non-integer, then the order of \( N(r; 0, \infty) \) is equal to \( \rho \). The types of \( T(r, f) \) and \( N(r; 0, \infty) \) with respect to an arbitrary proximate order \( \rho(r) \), \( \rho(r) \rightarrow \rho \), coincide.
PROOF. We represent \( f(z) \) in the form (4.1). It is clear that \( \rho[N(r;0,\infty)] \leq \rho[f] = \rho \). Suppose that \( \rho_1 = \rho[N(r,0)] \geq \rho[N(r,\infty)] \). Then \( \rho[N(r;0,\infty)] = \rho_1 \).

By Theorem 3.4 the order of the function

\[
\pi(z) = \frac{\prod E \left( \frac{z}{a_\nu}, p_1 \right)}{\prod E \left( \frac{z}{b_\nu}, p_2 \right)}
\]

is equal to \( \rho_1 \), since \( \rho_1 = \rho[N(r,0)] \leq \rho[\pi(z)] \leq \max(\rho[N(r,0)], \rho[N(r,\infty)]) = \rho_1 \).

Since \( \rho[\varepsilon^{-P(z)}] \leq p \leq \rho[\rho \quad \text{(non-integer!)}] \),

then

\[
\rho_1 = \rho[\pi(z)] = \max(\rho[f(z), \rho[\varepsilon^{-P(z)}]]) = \rho.
\]

Suppose that

\[
(4.2) \quad \lim_{r \to \infty} \frac{N(r;0,\infty)}{r^p} = \Delta_N, \quad \lim_{r \to \infty} \frac{T(r,f)}{r^p} = \Delta_f.
\]

By \( N(r;0,\infty) \leq 2T(r,f) + O(1) \), we get \( \Delta_N \leq 2\Delta_f \). Represent \( f(z) \) in the form (4.1) with \( p_1 = p_2 = p \) (see the remark to Theorem 4.1). Using the formulae (6.5) and (6.7) from Chapter 1 and the corollary of Theorem 3.3, we get

\[
T(r,f) \leq O(r^p) + \ln M \left( r, \prod_{a_\nu} E \left( \frac{z}{a_\nu}, p \right) \right) + \ln M \left( r, \prod_{b_\nu} E \left( \frac{z}{b_\nu}, p \right) \right)
\]

\[
\leq O(r^p) + C(p) \int_0^\infty \frac{n(r\tau,0)}{\tau^{1+p}} \frac{d\tau}{1+\tau} + C(p) \int_0^\infty \frac{n(r\tau,\infty)}{\tau^{1+p}} \frac{d\tau}{1+\tau}
\]

\[
= O(r^p) + C(p) \int_0^\infty \frac{n(r\tau,0,\infty)}{\tau^{1+p}} \frac{d\tau}{1+\tau} = O(r^p) + C(p) \int_0^\infty \frac{dN(r\tau;0,\infty)}{\tau^{p(1+\tau)}}
\]

\[
= O(r^p) + C(p) \int_0^\infty \frac{n(r\tau,0,\infty)}{\tau^{1+p}} \frac{d\tau}{1+\tau} + C(p) \int_0^\infty N(r\tau;0,\infty) \frac{(p+1)\tau + p}{\tau^{p+1}(1+\tau)^2} d\tau
\]

\[
\leq O(r^p) + C(p)(p+1) \int_0^\infty \frac{N(r\tau;0,\infty)}{\tau^{p+1}} \frac{d\tau}{1+\tau}.
\]

We have used the facts that \( \rho < p + 1 \) and \( N(r\tau;0,\infty) = o(\tau^{p+1}) \). Assume that \( \Delta_N < \infty \). Then the condition \( N(r;0,\infty) \leq (\Delta_N + \varepsilon)r^{\rho(r)} \) is satisfied for \( r > c(\varepsilon), \varepsilon > 0 \). Then (4.3) implies

\[
\frac{T(r,f)}{r^p} \leq o(1) + C(p)(p+1)(\Delta_N + \varepsilon) \int_{\varepsilon/r}^\infty \frac{(r\tau)^{\rho(r)}}{r^{p(r)}} \frac{d\tau}{r^{p+1}(1+\tau)}.
\]

Taking in this inequality limits as \( r \to \infty \), and using Exercise 1 from Section 2 of this chapter, we get

\[
\Delta_f \leq C(p)(p+1)(\Delta_N + \varepsilon) \frac{\pi}{\sin \pi(\rho - p)}.
\]

Since \( \varepsilon \) can be arbitrarily small, we get

\[
(4.4) \quad \Delta_f \leq C(p)(p+1) \frac{\pi}{\sin \pi(\rho - p)} \Delta_N.
\]

This inequality is obvious if \( \Delta_N = \infty \). Together with the inequality \( \Delta_f \geq 2^{-1}\Delta_N \), it concludes the proof.
COROLLARY. If a meromorphic function \( f(z) \) has non-integer order \( \rho, \lfloor \rho \rfloor = p \), then

\[
(4.4') \quad \limsup_{r \to \infty} \frac{N(r; 0, \infty)}{T(r, f)} \geq \frac{\sin \pi (\rho - p)}{C(p)(p + 1)\pi} > 0.
\]

Let \( \rho(r) \) be a proximate order of \( T(r, f) \). Then, by (4.4) we get

\[
\limsup_{r \to \infty} \frac{N(r; 0, \infty)}{T(r, f)} \geq \limsup_{r \to \infty} \frac{N(r; 0, \infty)}{\Delta_{r^\rho(r)}} = \frac{\Delta_N}{\Delta_f} \geq \frac{\sin \pi (\rho - p)}{C(p)(p + 1)\pi}.
\]

We consider now the case when a meromorphic function \( f(z) \) has integer order \( \rho \geq 1 \). Then the genus of \( f(z) \) is equal to \( \rho - 1 \) or \( \rho \). Using (4.1), the function \( f(z) \) can be represented in the form

\[
f(z) = e^{P(z)} \frac{\prod_{|a_\nu| \leq r} E \left( \frac{z}{a_\nu}, \rho \right)}{\prod_{|b_\mu| \leq r} E \left( \frac{z}{b_\mu}, \rho \right)},
\]

where

\[
P(z) = c_\rho z^\rho + c_{\rho - 1} z^{\rho - 1} + \cdots + c_1 z.
\]

First we prove the following theorem.

**Theorem 4.3**. Let \( f(z) \) be a meromorphic function of integer order \( \rho \geq 1 \), and \( \rho(r) \) a proximate order, \( \rho(r) \to \rho \) as \( r \to \infty \). Suppose that

\[
\Delta_n = \limsup_{r \to \infty} \frac{n(r; 0, \infty)}{r^\rho(r)} < \infty.
\]

Then (\( \varepsilon > 0, r \geq r(\varepsilon) \))

\[
(4.5) \quad T(r, f) = \frac{r^\rho}{\pi} |K(r)| + (\Delta_n + \varepsilon) \omega(z(r)) r^\rho(r),
\]

where the value of \( |\omega(z(r))| \) is bounded by a constant \( M_\rho \), which depends on \( \rho \) only, and

\[
K(r) = c_\rho + \frac{1}{\rho} \sum_{|a_\nu| \leq r} a_\nu^{-\rho} - \frac{1}{\rho} \sum_{|b_\mu| \leq r} b_\mu^{-\rho}.
\]

**Proof.** Using (4.1'), we represent the function \( f(z) \) as a product, \( f(z) = f_1(z)f_2(z) \), where

\[
\begin{align*}
f_1(z) &= \exp \{ z^\rho K(r) \}, \\
f_2(z) &= e^{c_{\rho - 1} z^{\rho - 1} + \cdots + c_1 z} \frac{\prod_{|a_\nu| \leq r} E \left( \frac{z}{a_\nu}, \rho - 1 \right) \prod_{|a_\nu| > r} E \left( \frac{z}{a_\nu}, \rho \right)}{\prod_{|b_\mu| \leq r} E \left( \frac{z}{b_\mu}, \rho - 1 \right) \prod_{|b_\mu| > r} E \left( \frac{z}{b_\mu}, \rho \right)}.
\end{align*}
\]

It is easy to compute that

\[
T(r, f_1(z)) = \frac{r^\rho}{\pi} |K(r)|.
\]

Since

\[
|T(r, f) - T(r, f_1)| \leq T(r, f_2) + O(1),
\]

\[
T(r, f_2) = \frac{r^\rho}{\pi} |K(r)| + (\Delta_n + \varepsilon) \omega(z(r)) r^\rho(r).
\]
it remains to estimate $T(r, f_2)$. Using the inequality (3.6) and the equality (6.8') from Chapter 1, we get

$$T(r, f_2) \leq T(r, e^{\rho-1}z^{\rho-1} + \cdots + e_1 z) + T \left( r, \prod_{|a_v| \leq r} E \left( \frac{z}{a_v}, \rho - 1 \right) \right) + T \left( r, \prod_{|b_\mu| \leq r} E \left( \frac{z}{b_\mu}, \rho - 1 \right) \right) + T \left( r, \prod_{|b_\mu| > r} E \left( \frac{z}{b_\mu}, \rho \right) \right) \leq O(r^{\rho-1}) + \ln M \left( r, \prod_{|a_v| \leq r} E \left( \frac{z}{a_v}, \rho - 1 \right) \right) + \ln M \left( r, \prod_{|a_v| > r} E \left( \frac{z}{a_v}, \rho \right) \right) + \ln M \left( r, \prod_{|b_\mu| \leq r} E \left( \frac{z}{b_\mu}, \rho - 1 \right) \right) + \ln M \left( r, \prod_{|b_\mu| > r} E \left( \frac{z}{b_\mu}, \rho \right) \right) \leq O(r^{\rho-1}) + \ln M \left( r, \prod_{|a_v| \leq r} E \left( \frac{z}{a_v}, \rho - 1 \right) \right) + \ln M \left( r, \prod_{|a_v| > r} E \left( \frac{z}{a_v}, \rho \right) \right) + \ln M \left( r, \prod_{|b_\mu| \leq r} E \left( \frac{z}{b_\mu}, \rho - 1 \right) \right) + \ln M \left( r, \prod_{|b_\mu| > r} E \left( \frac{z}{b_\mu}, \rho \right) \right) \leq O(r^{\rho-1}) + C(\rho - 1) \left\{ r^{\rho - 1} \int_0^r \frac{n(t; 0, \infty)}{t^\rho} dt + r^\rho n(r; 0, \infty) \int_r^\infty \frac{dt}{t^{\rho+1}} \right\} + C(\rho) r^{\rho+1} \int_r^\infty \frac{n(t; 0, \infty)}{t^{\rho+2}} dt = O(r^{\rho-1}) + C(\rho - 1) \left\{ r^{\rho - 1} \int_0^r \frac{n(t; 0, \infty)}{t^\rho} dt + \frac{1}{\rho} n(r; 0, \infty) \right\} + C(\rho) r^{\rho+1} \int_r^\infty \frac{n(t; 0, \infty)}{t^{\rho+2}} dt, \quad r_0 > 0.

We may assume that the inequality $n(r; 0, \infty) \leq (\Delta_n + \varepsilon)r^\rho(r)$ is satisfied for all $r \geq r_0$. Taking into account Theorem 2.4, we get

$$T(r, f_2) \leq O(r^{\rho-1}) + (\Delta_n + \varepsilon) \left\{ C(\rho - 1) r^{\rho-1} \int_r^\infty t^{\rho(t)-\rho} dt \right\} + \frac{C(\rho - 1)}{\rho} r^\rho + C(\rho) r^{\rho+1} \int_r^\infty t^{\rho(t)-\rho-2} dt \right\} = O(r^{\rho-1}) + (\Delta_n + \varepsilon)(1 + o(1)) r^\rho(r) \left\{ C(\rho - 1) \left( 1 + \frac{1}{\rho} \right) + C(\rho) \right\} = (\Delta_n + \varepsilon)(1 + o(1)) r^\rho(r) \left\{ C(\rho - 1) \left( 1 + \frac{1}{\rho} \right) + C(\rho) \right\},$$

the proof is complete. \hfill \square

**Theorem 4.4 (Lindelöf).** Suppose that the conditions of Theorem 4.3 are satisfied. Let

$$L(r) = r^{\rho(r)-\rho}, \quad \Delta_K = \limsup_{r \to \infty} \frac{|K(r)|}{L(r)}, \quad \Omega = \max(\Delta_K, \Delta_n).$$

Then the function $f(z)$ has minimal, normal, or maximal type with respect to $\rho(r)$ depending on whether $\Omega = 0$, $0 < \Omega < \infty$, or $\Omega = \infty$, respectively.
PROOF. We denote by $A_j$ various positive constants depending on $\rho$ only. The relation (4.5) implies that, if $\Delta_n < \infty$, then $\Delta_f \leq A_1(\Delta_K + \Delta_n + \varepsilon)$, hence $\Delta_f \leq A_2 \Omega$. If $\Delta_n = \infty$, the inequality is trivial. The relation (4.5) implies, also, that $\Delta_K \leq A_3(\Delta_f + \Delta_n + \varepsilon)$ if $\Delta_n < \infty$, hence $\Delta_K \leq A_3(\Delta_f + \Delta_n)$. It is clear that this inequality is valid also if $\Delta_n = \infty$. Lemma 7.1 from Chapter 1 implies that $n(r;0,\infty) \leq N(\varepsilon r;0,\infty) \leq 2T(\varepsilon r,f) + O(1)$. Therefore $\Delta_n \leq 2e^\rho \Delta_f$. Hence $\Delta_K \leq A_3(1 + 2e^\rho) \Delta_f$. We get $\Omega \leq A_4 \Delta_f$. Using the inequality $A_4^{-1} \Omega \leq \Delta_f \leq A_2 \Omega$ we complete the proof.

Remark. It is easy to show (cf. the proof of Theorem 1.1) that $e^{-\rho} \Delta_n \leq \Delta_N \leq \rho^{-1} \Delta_n$. Therefore Theorem 4.4 remains true if we replace $\Omega$ in its statement by $\Omega' = \max(\Delta_K, \Delta_N)$.

Alternatively, Theorem 4.4 can be proved without using Theorem 4.3, but using formula (2.6) from Chapter 1 instead. The idea of this proof is due to N.I. Akhiezer [Akh27] and L.A. Rubel [Rub63]. For simplicity, we restrict our attention to the case $\rho(r) \equiv \rho$, $L(r) \equiv 1$, leaving the general case to interested readers.

Without loss of generality we may assume that $f(0) = 1$. Suppose that in a neighborhood of $z = 0$ we have

$$\ln f(z) = \sum_{k=1}^{\infty} \gamma_k z^k.$$ 

It is easy to derive from (4.1') that

$$\gamma_k = \begin{cases} c_k, & k = 1, \ldots, \rho \\ -\frac{1}{k} \sum_v a_v^k + \frac{1}{k} \sum_{\mu \leq r} b_{\mu}^k, & k = \rho + 1, \rho + 2, \ldots \end{cases}$$

Denote by $F_k(r)$ the Fourier coefficient of the function $\ln |f(re^{i\varphi})|$, $0 \leq \varphi \leq 2\pi$:

$$F_k(r) = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi})| e^{-ik\varphi} d\varphi, \; k = 0, \pm 1, \pm 2, \ldots$$

It is clear that

$$|F_k(r)| \leq \frac{1}{2\pi} \int_0^{2\pi} |\ln |f(re^{i\varphi})|| d\varphi = m(r,f) + m \left( \frac{r}{f}, \frac{1}{f} \right) \leq 2T(r,f).$$

The formula (2.6) from Chapter 1 can be rewritten as ($k = 1, 2, \ldots$):

$$\gamma_k = \frac{2}{r^k} F_k(r) + \frac{1}{k} \sum_{|a_v| \leq r} \left( \frac{\hat{a}_v^k}{r^{2k}} - \frac{1}{a_v^k} \right) - \frac{1}{k} \sum_{|b_{\mu}| \leq r} \left( \frac{\hat{b}_{\mu}^k}{r^{2k}} - \frac{1}{b_{\mu}^k} \right)$$

If $k = \rho$ and $\gamma_k = c_{\rho}$, the equality (4.8) can be rewritten as:

$$K(r) = \frac{2}{r^\rho} F_\rho(r) + \frac{1}{\rho} \sum_{|a_v| \leq r} \left( \frac{\hat{a}_v^\rho}{r^{2\rho}} \right) - \frac{1}{\rho} \sum_{|b_{\mu}| \leq r} \left( \frac{\hat{b}_{\mu}^\rho}{r^{2\rho}} \right)$$

Using (4.7) we get

$$|K(r)| \leq \frac{4T(r,f)}{r^\rho} + \frac{1}{\rho r^\rho} \left\{ \sum_{|a_v| \leq r} \left( \frac{|a_v|}{r} \right)^\rho + \sum_{|b_{\mu}| \leq r} \left( \frac{|b_{\mu}|}{r} \right)^\rho \right\} \leq \frac{4T(r,f)}{r^\rho} + \frac{n(r;0,\infty)}{\rho r^\rho}.$$
Hence

\[ \Delta K \leq 4\Delta_f + \rho^{-1}\Delta_n \]

Using this inequality we get, as in our first proof of Theorem 4.4, \( \Omega \leq A_5\Delta_f \).

Assume now that \( \Omega < \infty \). If \( r > r_0(\varepsilon) \), then \( |K(r)| < \Delta K + \varepsilon \) and \( n(r; 0, \infty) < (\Delta_n + \varepsilon)^\rho, \varepsilon > 0 \). We estimate the Fourier coefficients \( F_k(r) \). If \( k > \rho \), from (4.8) we get

\[ -\frac{1}{k} \sum_{|a_\mu| > r} a_\mu^{-k} + \frac{1}{k} \sum_{|b_\mu| > r} b_\mu^{-k} = \frac{2}{\rho^k} F_k(r) + \frac{1}{k} \sum_{|a_\mu| \leq r} \frac{\bar{a}_\mu}{r^{2k}} - \frac{1}{k} \sum_{|b_\mu| \leq r} \frac{\bar{b}_\mu}{r^{2k}}, \]

hence

\[ |F_k(r)| \leq \frac{1}{2k} n(r; 0, \infty) + \frac{r^k}{2k} \int_r^\infty \frac{dn(t; 0, \infty)}{t^k} dt \leq \frac{\Delta_n + \varepsilon}{2(k - \rho)} r^\rho, \quad k > \rho. \]  

(4.10)

If \( 1 \leq k \leq \rho - 1 \), then using (4.8) we get

\[ |F_k(r)| \leq \frac{|c_k|}{2} r^k + \frac{1}{2k} n(r; 0, \infty) + \frac{r^k}{2k} \int_0^r \frac{dn(t; 0, \infty)}{t^k} dt \leq \frac{|c_k|}{2} r^k + \frac{n(r; 0, \infty)}{k} + \frac{r^k}{2} \int_0^r \frac{n(t; 0, \infty)}{t^{k+1}} dt \]

(4.11)

\[ \leq O(r^{\rho-1}) + (\Delta_n + \varepsilon) \left( \frac{1}{k} + \frac{1}{2(\rho - k)} \right) r^\rho. \]

From (4.9) we get

\[ |F_\rho(r)| \leq \frac{|K(r)|}{2} r^\rho + \frac{n(r; 0, \infty)}{2\rho} \leq \frac{1}{2} \left( \Delta K + \varepsilon + \frac{\Delta_n + \varepsilon}{\rho} \right) r^\rho. \]  

(4.12)

Finally, by Jensen’s formula,

\[ F_0(r) = N(r, 0) - N(r, \infty) \]

and

\[ |F_0(r)| \leq N(r; 0, \infty) \leq \frac{\Delta_n + \varepsilon}{\rho} r^\rho + O(1). \]  

(4.13)

By the Parseval’s identity and the identity \( F_{-k} = \overline{F_k(r)} \), we get

\[ \frac{1}{2\pi} \int_0^{2\pi} \ln^2 |f(re^{i\varphi})| d\varphi = \sum_{k=-\infty}^\infty |F_k(r)|^2 = |F_0(r)|^2 + 2 \sum_{k=1}^\infty |F_k(r)|^2. \]  

(4.14)
Using the inequalities (4.10), (4.11), (4.12), (4.13), and the elementary inequality \((|a| + |b|)^2 \leq 2(|a|^2 + |b|^2)\), we get

\[
\frac{1}{2\pi} \int_0^{2\pi} \ln^2 |f(re^{i\varphi})|d\varphi \leq O(r^{2\rho-2}) + 2\left(\frac{\Delta_n + \varepsilon}{\rho}\right)^2 \\
+ (\Delta_n + \varepsilon)^2 \sum_{k=1}^{n-1} \left(\frac{1}{k + \frac{1}{2(\rho - k)}}\right)^2 + \frac{(\Delta_K + \varepsilon)^2}{2} + \frac{(\Delta_n + \varepsilon)^2}{2\rho^2} \\
+ \frac{(\Delta_n + \varepsilon)^2}{4} \sum_{k=\rho+1}^{\infty} \frac{1}{(k - \rho)^2} \right) r^{2\rho} = O(r^{2\rho-2}) + \{(\Delta_K + \varepsilon)^2 + A_0(\Delta_n + \varepsilon)^2\}r^{2\rho},
\]

where

\[A_0 = \frac{3}{\rho^2} + 2\left(\frac{1}{k + \frac{1}{2(\rho - k)}}\right)^2 + \frac{1}{2} \sum_{k=\rho+1}^{\infty} \frac{1}{(k - \rho)^2} < \infty.
\]

By the Cauchy-Buniakowsky inequality we get

\[
m(r, f) + m\left(r, \frac{1}{f}\right) = \frac{1}{2\pi} \int_0^{2\pi} |\ln |f(re^{i\varphi})||d\varphi \leq \left(\frac{1}{2\pi} \int_0^{2\pi} \ln^2 |f(re^{i\varphi})|d\varphi\right)^{1/2} \\
\leq r^{\rho}\{(\Delta_K + \varepsilon)^2 + A_0(\Delta_n + \varepsilon)^2 + O(r^{-2})\}^{1/2},
\]

\[2T(r, f) = m(r, f) + m\left(r, \frac{1}{f}\right) + N(r; 0, \infty) \leq r^{\rho}\{(\Delta_K + \varepsilon)^2 + A_0(\Delta_n + \varepsilon)^2 + O(r^{-2})\}^{1/2} + \frac{\Delta_n + \varepsilon}{\rho} r^{\rho} + O(1).
\]

Hence

\[2\Delta_f \leq \{(\Delta_K + \varepsilon)^2 + A_0(\Delta_n + \varepsilon)^2\}^{1/2} + \frac{\Delta_n + \varepsilon}{\rho},
\]

\[\Delta_f \leq \frac{1}{2} \left\{\Delta_K + A_0 \Delta_n^2\right\}^{1/2} \Delta_n + A_7\Omega.
\]

Therefore, we have proved the inequality \(A_7\Omega \leq \Delta_f \leq A_7\Omega\), thus completing the proof of Theorem 4.4.

**Exercise.** Prove Theorem 4.2 using the formula (4.8), the estimates (4.7), (4.10), (4.11), (4.13), and the equality (4.14).

Now we consider the case of order \(\rho = 0\).

**Theorem 4.5.** Let \(f(z)\) be a transcendental meromorphic function of order \(\rho = 0\). Then the types of \(T(r, f)\) and \(N(r; 0, \infty)\) with respect to an arbitrary proximate order \(\rho(r)\), \(\rho(r) \to 0\), coincide.

**Proof.** Let

\[
f(z) = \prod_{\alpha_\mu} \left(1 - \frac{z}{a_\mu}\right) = \prod_{\beta_\nu} \left(1 - \frac{z}{b_\nu}\right) = \frac{\pi_1(z)}{\pi_2(z)}
\]

(4.15)
From the inequality (3.6) we get
\[
T(r, f) \leq T(r, \pi_1) + T(r, \pi_2) \leq \ln M(r, \pi_1) + \ln M(r, \pi_2)
\]
\[
\leq \int_0^r \frac{n(t; 0, \infty)}{t} dt + r \int_r^\infty \frac{n(t; 0, \infty)}{t^2} dt
\]
(4.16)
\[
= N(r; 0, \infty) + r \int_r^\infty \frac{dN(t; 0, \infty)}{t} = N(r; 0, \infty) - N(r; 0, \infty)
\]
\[
+ r \int_r^\infty \frac{N(t; 0, \infty)}{t^2} dt - r \int_r^\infty \frac{N(t; 0, \infty)}{t^2} dt.
\]

Suppose that \(\ln r = o(r^{\rho(r)})\). Then, using Theorem 2.4 it is easy to get \(\Delta_f \leq \Delta_N\). On the other hand, it is clear that \(\Delta_N \leq 2\Delta_f\). These two inequalities imply the statement of the theorem in this case.

If the condition \(\ln r = o(r^{\rho(r)})\) is not satisfied, then \(T(r, f)\) has maximal type. If \(N(r; 0, \infty)\) has normal or minimal type, then for an infinite set of values of \(r\) the relation \(N(r; 0, \infty) = O(\ln r)\) holds. In such a case the function \(f(z)\) has to have finitely many zeros and poles, and hence by (4.15) is a rational function, so we get a contradiction.

**Remark 1.** Under the condition of Theorem 4.5, if \(f(z)\) is an entire function, then \(\Delta_N \leq \Delta_f\), and hence \(\Delta_f = \Delta_N\).

**Remark 2.** In the case when the proximate order \(\rho(r)\) approaches 0, the types of the functions \(n(r; 0, \infty)\) and \(N(r; 0, \infty)\) can differ. For example, if \(n(r; 0, \infty) \sim K r^{\rho(r)}\), then \(N(r; 0, \infty) \sim K \int_{r_0}^r t^{\rho(t)-1} dt\) and, as is easy to check,
\[
\rho(r) = o \left( \int_{r_0}^r t^{\rho(t)-1} dt \right).
\]

Denote by \(\tilde{N}(r; a, b)\) the function \(\max(N(r, a), N(r, b))\). Suppose that the conditions of Theorem 4.5 are satisfied. We estimate \(T(r, f)\) from above, using instead of the inequality
\[
T \left( r, \frac{\pi_1}{\pi_2} \right) \leq \ln M(r, \pi_1) + \ln M(r, \pi_2) + O(1)
\]
a more precise one, which can be obtained using (4.8) from Chapter 1:
\[
T \left( r, \frac{\pi_1}{\pi_2} \right) \leq \max\{\ln M(r, \pi_1), \ln M(r, \pi_2)\}.
\]
Then, in the same way as we proved (4.16), we get
\[
T(r, f) \leq \max\{\ln M(r, \pi_1), \ln M(r, \pi_2)\}
\]
(4.17)
\[
\leq \max \left\{ r \int_r^\infty \frac{N(t; 0, \infty)}{t^2} dt, \ r \int_r^\infty \frac{N(t, \infty)}{t^2} dt \right\} \leq r \int_r^\infty \frac{\tilde{N}(t; 0, \infty)}{t^2} dt.
\]
This inequality implies \(\Delta_f \leq \Delta_{\tilde{N}}\). On the other hand, \(\tilde{N}(r; 0, \infty) \leq T(r, f) + O(1)\) and \(\Delta_{\tilde{N}} \leq \Delta_f\). Hence \(\Delta_f = \Delta_{\tilde{N}}\), that is
\[
\limsup_{r \to \infty} \frac{T(r, f)}{r^{\rho(r)}} = \limsup_{r \to \infty} \frac{\tilde{N}(r; 0, \infty)}{r^{\rho(r)}}.
\]
It is clear that 0 and ∞ in the last equality can be replaced by arbitrary \( a \) and \( b \). Let \( \rho(r) \) be a proximate order of \( T(r, f) \). Then

\[
1 \geq \limsup_{r \to \infty} \frac{\hat{N}(r; a, b)}{T(r, f)} \geq \limsup_{r \to \infty} \frac{\hat{N}(r; a, b)}{\Delta_f \rho(r)} = \frac{\Delta \hat{N}}{\Delta_f} = 1,
\]

that is,

\[
(4.18) \quad \limsup_{r \to \infty} \frac{\hat{N}(r; a, b)}{T(r, f)} = 1.
\]

In the case when \( f(z) \) is a rational function, the validity of (4.18) can be easily verified, using the equality (6.26) from Chapter 1. This implies the following theorem.

**Theorem 4.6 (Valiron).** Let \( f(z) \) be a meromorphic function of order \( \rho = 0 \). If the inequality

\[
\limsup_{r \to \infty} \frac{N(r, a)}{T(r, f)} < 1
\]

holds for some \( a \), then

\[
\limsup_{r \to \infty} \frac{N(r, b)}{T(r, f)} = 1
\]

for all \( b \neq a \).

**5. Some examples**

We consider some entire transcendental functions and find some relations for them. We will use the relations on many occasions.

1° Let \( p \) be a non-negative integer, \( p < \eta_1 \leq \eta_2 < p + 1 \). Let \( l(r) \) be a function, continuously differentiable on \([0, \infty)\), and such that

1) \( l'(r)r \log r \to 0 \) as \( r \to \infty \),
2) \( \liminf_{r \to \infty} l(r) = \eta_1 \), \( \limsup_{r \to \infty} l(r) = \eta_2 \).

If \( \eta_1 = \eta_2 \), the function \( l(r) \) is a proximate order. The function \( l(r) \) preserves many properties of a proximate order, sometimes with minor modifications. We mention those among these properties which will be used later. 1) The function \( r^{l(r)} \) is increasing for sufficiently large \( r \) (this can be proved in the same way as Theorem 2.3). 2) If \( 0 < a \leq k \leq b < \infty \), then

\[
l(kr) - l(r) = o \left( \frac{1}{\ln r} \right) \quad \text{and} \quad \left( \frac{kr}{l(kr)} \right) r^{l(kr)} \to 1, \quad (r \to \infty)
\]

uniformly in \( k \). The proof is based on the same tricks as our proof of Theorem 2.2, we leave it to interested readers. 3) The following inequalities hold:

\[
\limsup_{r \to \infty} \frac{\int_r^{\infty} t^{l(t)-p-1} dt}{p^{l(t)-p}} \leq \frac{1}{\eta_1 - p},
\]

\[
\limsup_{r \to \infty} \frac{\int_r^{\infty} t^{l(t)-p-2} dt}{p^{l(t)-p-1}} \leq \frac{1}{p + 1 - \eta_2}.
\]

\(^3\)This section could be skipped in the first reading and be consulted when we refer to it in the later sections.
Let us prove, for example, the latter inequality. Using a well-known result from Analysis, we get

\[
\limsup_{r \to \infty} \int_r^\infty \frac{t^{l(t)-p-2}dt}{r^{l(r)-p-1}} \leq \limsup_{r \to \infty} \frac{d}{dr} \int_r^\infty t^{l(t)-p-2}dt \left( \frac{1}{r^{l(r)-p-1}} \right) = \frac{1}{p+1-\eta_2}.
\]

Now we consider the Weierstrass canonical products of genus \( p \) with positive zeros \( 1 \leq a_1 \leq a_2 \leq \ldots \), such that \( n(r,0) \sim \Delta r^{l(r)} \) \((0 < \Delta < \infty)\):

\[
(5.1) 
\]

\[
f(z) = \prod_{k=1}^\infty E \left( \frac{z}{a_k}, p \right)
\]

Let us find an asymptotic formula for \( \ln f(z) \) in the angle \( \delta < \arg z < 2\pi - \delta \) for that branch of \( \ln f(z) \) for which \( \ln f(0) = 0 \). We represent \( \ln f(z) \) as:

\[
\ln f(z) = \sum_{k=1}^\infty \ln E \left( \frac{z}{a_k}, p \right) = \int_0^\infty \ln E \left( \frac{z}{t}, p \right) n(t,0) dt = -z^{p+1} \int_0^\infty n(t,0) \left( \frac{dt}{t^{p+1}(t-z)} \right).
\]

Consider an arbitrarily small number \( \varepsilon, 0 < \varepsilon < 1 \). If \( \varepsilon > 0 \), then \( |n(r,0) - \Delta r^{l(r)}| < \varepsilon \Delta r^{l(r)} \). Let \( z = re^{i\varphi} \). Observe that for \( \delta < \varphi < 2\pi - \delta \) we have \( |t - z| \geq (t + r) \sin \frac{\varphi}{2} \) (this statement can be easily proved by minimizing \( |x - e^{i\varphi}|/(x+1) \) over \( 0 \leq x < \infty \).

There exists a constant \( K \geq \Delta > 0 \), such that for \( 0 < r < \infty \) the inequality \( n(r,0) < Kr^{l(r)} \) holds. Let \( \delta_1 > 0 \) be such that \( 1 > K_1 = \eta_1 - p - \delta_1 > 0 \) and \( K_2 = p + 1 - \eta_2 - \delta_1 > 0 \). Select numbers \( a \) and \( b \), \( 0 < a < b < \infty \), such that \( 2K_1^{-1}b^{-K_1} < \varepsilon, 2K_2^{-1}b^{-K_2} < \varepsilon \) and find \( r_1(\varepsilon) > a^{-1}r_0(\varepsilon) \), such that for \( r \geq r_1(\varepsilon) \) the following inequalities hold:

1) \( (1 - \varepsilon)(kr)^l(r) \leq (kr)^l(kr) \leq (1 + \varepsilon)(kr)^l(r) \) for \( a \leq k \leq b; \)
2) \( \int_1^\infty t^{l(t)-p-1}dt \leq K_1^{-1}(ar)^{l(ar)-p}; \)
3) \( \int_0^r t^{l(t)-p-2}dt \leq K_2^{-1}(br)^{l(br)-p-1}; \)
4) \( \eta_1 - \delta_1 \leq l(r) \leq \eta_2 + \delta_1. \)
Now we estimate for $r \geq r_1(\varepsilon)$ the difference

$$|z^{p+1} \int_0^\infty \frac{n(t,0)dt}{tp^{p+1}(t-z)} - z^{p+1} \Delta \int_0^\infty \frac{t^l(r)dt}{tp^{p+1}(t-z)}| \leq r^{p+1} \left| \begin{array}{l}
\int_0^a \frac{n(t,0)dt}{tp^{p+1}(t-z)} + \int_0^\infty \frac{n(t,0)dt}{tp^{p+1}(t-z)} + \int_a^b \frac{n(t,0) - \Delta t^l(r)}{tp^{p+1}(t-z)}dt \\
+ \Delta \int_a^b \frac{t^l(r) - t^l(r)}{tp^{p+1}(t-z)}dt - \Delta \int_0^a \frac{t^l(r)dt}{tp^{p+1}(t-z)} - \Delta \int_b^\infty \frac{t^l(r)dt}{tp^{p+1}(t-z)}
\end{array} \right|$$

$$\leq \frac{r^{p+1}}{\delta \sin \frac{\pi}{2}} \left\{ \frac{K}{r} \int_1^a l^l(r) - p - 1 + K K_1^1-br^l(l(r) - p - 1)\right\}$$

$$+ \frac{\Delta}{r^{p+1}} \int_a^b \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)}d\tau + \frac{\Delta}{r^{p+1}} \int_a^b \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)}d\tau + \Delta K_1^{-1} \int_a^b \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)}d\tau + \Delta K_2^{-1} \int_a^b \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)}d\tau$$

$$\leq \frac{\csc \frac{\delta}{2}}{r^{p+1}} \left\{ K K_1^1 \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)} + K K_2^1 \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)} \right\}$$

$$+ \frac{\Delta}{r^{p+1}} \int_a^b \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)}d\tau + \Delta K_1^{-1} \int_a^b \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)}d\tau + \Delta K_2^{-1} \int_a^b \frac{(\tau r)^{l(r)}}{tp^{p+1}(1 + \tau)}d\tau$$

The integral

$$I(z) = \int_0^\infty \frac{t^l(r)dt}{tp^{p+1}(t-z)}$$
can be easily evaluated using the Residue Calculus:

\[ I(z) = -\frac{\pi e^{-i\pi(l(r)-p)}}{\sin \pi(l(r)-p)} \left[ \text{res}_{t=z} \frac{t^{l(r)-p-1}}{t-z} \right] = -\frac{\pi e^{-i\pi(l(r)-p)}}{\sin \pi(l(r)-p)} z^{l(r)-p-1}. \]

Thus we get for \( \{ \delta < \arg z < 2\pi < 2\pi - \delta, \ |z| > r_1(\varepsilon) \} \) the inequality

\[ \left| \ln f(z) - \frac{\pi\Delta}{\sin \pi l(r)} e^{-i\pi(l(r)-p)} z^{l(r)} \right| \leq \varepsilon Ar^{\ell(r)} \csc \frac{\delta}{2}, \]

that is, for \( \delta < \varphi < 2\pi - \delta \) we get uniformly the following:

\[ \ln f(re^{i\varphi}) = \frac{\pi\Delta}{\sin \pi l(r)} e^{i\varphi(r)} r^{l(r)} + o(r^{l(r)}), \quad (5.2_1) \]
\[ |f(re^{i\varphi})| = \frac{\pi\Delta}{\sin \pi l(r)} \cos \varphi(r) r^{l(r)} + o(r^{l(r)}), \quad (5.2_2) \]
\[ \arg f(re^{i\varphi}) = \frac{\pi\Delta}{\sin \pi l(r)} \sin \varphi(r) r^{l(r)} + o(r^{l(r)}). \quad (5.2_3) \]

In the case when \( l(r) = \rho(r) \to \rho, \ p < \rho < p + 1 \), that is, \( l(r) \) is a proximate order, these formulas can be rewritten as

\[ \ln f(re^{i\varphi}) = \frac{\pi\Delta}{\sin \pi \rho} e^{i\rho(r)} r^{\rho(r)} + o(r^{\rho(r)}) \quad (5.3_1) \]
\[ |f(re^{i\varphi})| = \frac{\pi\Delta}{\sin \pi \rho} \cos \rho(r) r^{\rho(r)} + o(r^{\rho(r)}), \quad (5.3_2) \]
\[ \arg f(re^{i\varphi}) = \frac{\pi\Delta}{\sin \pi \rho} \sin \rho(r) r^{\rho(r)} + o(r^{\rho(r)}). \quad (5.3_3) \]

Now we estimate \( \ln M(r, f) \). We cannot use for this purpose the estimate (5.2_2) because (5.2_2) is known for \( \delta < \varphi < 2\pi - \delta \) only. For this reason we use a more rough estimate. Inequality (3.5) and (5.1') imply

\[ \ln M(r, f) < C(p)(-1)^p \ln f(-r) \]

Using (5.2_2) we get

\[ \frac{\pi\Delta}{\sin \pi l(r)} r^{l(r)} + o(r^{l(r)}) < \ln M(r, f) < C(p) \frac{\pi\Delta}{\sin \pi l(r)} r^{l(r)} + o(r^{l(r)}) \]

It is clear that for \( p = 0 \) we have

\[ (5.2_2') \quad \ln M(r, f) = \ln f(-r) = \frac{\pi\Delta}{\sin \pi l(r)} r^{l(r)} + o(r^{l(r)}) \]

Let us compute the Nevanlinna characteristic for the function \( f(z) \), defined by (5.1). Note that if \( \psi(r) \to \infty \) as \( r \to \infty \), then \( \{\psi(r) + o(\psi(r))\}^+ = \{\psi(r)\}^+ + o(\psi(r)) \). If, in addition, an estimate of \( o(\psi(r)) \) in the left-hand side is uniform with respect to some parameter, then the same is true for \( o(\psi(r)) \) in the right-hand side. The function \( r^{l(r)} = R(r) \) satisfies the conditions of Theorem 7.4 (Chapter 1) for an arbitrary \( k > 1 \). In fact, \( R(kr) \leq (1 + o(1))k^{l(r)} R(r) \leq (1 + o(1))k^p R(r) \) and \( T(r, f) \leq \ln M(r, f) = O(R(r)) \). Using the formula (7.15) from Chapter 1 and
(5.2), we get
\[ T(r,f) = m(r,f) = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi})| d\varphi \]
\[ = r^{l(r)} \frac{\Delta}{2} \int_0^{2\pi} \left\{ \frac{\cos l(r)(\varphi - \pi)}{\sin \pi l(r)} \right\}^+ d\varphi + o(r^{l(r)}). \]

An elementary computation shows that for \( p < \lambda < p + 1 \) we have
\[ I_1(\lambda) = \frac{1}{2} \int_0^{2\pi} \left\{ \frac{\cos \lambda(\varphi - \pi)}{\sin \pi \lambda} \right\}^+ d\varphi = \begin{cases} \frac{p + |\sin \pi \lambda|}{\lambda |\sin \pi \lambda|}, & \text{if } p < \lambda < p + \frac{1}{2} \\ \frac{p + 1}{\lambda |\sin \pi \lambda|}, & \text{if } p + \frac{1}{2} \leq \lambda < p + 1. \end{cases} \]

Hence
\[ (5.4) \quad T(r,f) = \Delta I_1(l(r))r^{l(r)} + o(r^{l(r)}). \]

Taking into account the condition 2) for \( l(r) \) we get that for \( r \geq r_0 \) the value of \( I_1(l(r)) \) is bounded below and bounded above by positive constants. Therefore the function \( f(z) \) has order \( \eta_2 \). The lower order of \( f(z) \) is equal to \( \eta_1 \). If \( l(r) = \rho(r) = \rho \) as \( r \to \infty \), then the relation (5.4) can be written as
\[ (5.4') \quad T(r,f) = \Delta I_1(\rho(r))r^{\rho(r)} + o(r^{\rho(r)}). \]

It is clear that \( n(r,f) \equiv 0 \) and \( N(r,f) \equiv 0 \). We find \( m \left( r, \frac{1}{f} \right) \) using a similar argument:
\[ m \left( r, \frac{1}{f} \right) = r^{l(r)} \frac{\Delta}{2} \int_0^{2\pi} \left\{ -\frac{\cos l(r)(\varphi - \pi)}{\sin \pi l(r)} \right\}^+ d\varphi + o(r^{l(r)}) \]
\[ = \Delta I_2(l(r))r^{l(r)} + o(r^{l(r)}), \]
where
\[ I_2(\lambda) = \frac{1}{2} \int_0^{2\pi} \left\{ -\frac{\cos \lambda(\varphi - \pi)}{\sin \pi \lambda} \right\}^+ d\varphi = \begin{cases} \frac{p}{\lambda |\sin \pi \lambda|}, & \text{if } p < \lambda < p + \frac{1}{2}, \\ \frac{p + 1 - |\sin \pi \lambda|}{\lambda |\sin \pi \lambda|}, & \text{if } p + \frac{1}{2} \leq \lambda < p + 1. \end{cases} \]

Let us compute \( N \left( r, \frac{1}{f} \right) \). Choose an arbitrary \( \varepsilon > 0 \). Let \( r_0(\varepsilon) \) be such that \( |n(r,0) - \Delta r^{l(r)}| < \varepsilon r^{l(r)} \) for \( r > r_0(\varepsilon) \). Select \( a, \quad 0 < a < 1 \) to be so small that \( a^{\eta_1} < \eta_1 \varepsilon \). For \( r > r_1(\varepsilon,a) \geq a^{-1}r_0(\varepsilon) \) and \( a \leq k \leq 1 \) the inequality \( |(kr)^{l(r)} - \)
(kr)^{(r)} < \varepsilon (kr)^{(r)} \) holds. We have the following estimate

\[
|N \left( r, \frac{1}{f} \right) - \Delta \int_{ar}^{r} t^{(r)-1} dt| \leq \int_{1}^{ar} n \left( \frac{t}{t} \right) dt + \int_{ar}^{r} n \left( \frac{t}{t} \right) - \Delta t^{(t)} dt \leq K \int_{1}^{ar} t^{(t)-1} dt + \varepsilon \int_{ar}^{r} t^{(t)-1} dt + \Delta \int_{ar}^{r} |(rr)^{(rr)} - (rr)^{(r)}| d\tau \leq K \int_{1}^{ar} t^{(t)-1} dt + \varepsilon (1 + \varepsilon) \int_{a}^{1} \frac{1}{r} \frac{(rr)^{(r)}}{\tau} d\tau + \Delta \varepsilon \int_{a}^{1} \frac{1}{r} \frac{(rr)^{(r)}}{\tau} d\tau = K \int_{1}^{ar} t^{(t)-1} dt + \varepsilon (1 + \Delta + \varepsilon) r^{(r)} \int_{a}^{1} \frac{1}{r} \frac{(rr)^{(r)}}{\tau} d\tau \leq K \int_{1}^{ar} t^{(t)-1} dt + \varepsilon \frac{1 + \Delta + \varepsilon}{l(r)} r^{(r)}.
\]

On the other hand,

\[
\limsup_{r \to \infty} \int_{1}^{ar} t^{(t)-1} dt \leq \limsup_{r \to \infty} \frac{d}{dr} \int_{1}^{ar} t^{(t)-1} dt = \limsup_{r \to \infty} a^{(r)} \frac{(ar)^{(ar)}}{(ar)^{(l)} (l(r) + l'(r) r \ln r)} = \frac{a^m}{\eta} < \varepsilon.
\]

Since

\[
\int_{ar}^{r} t^{(r)-1} dt = \frac{1}{l(r)} (1 - a^{l(r)}),
\]

for \( r \geq r_2 \geq r_1 (\varepsilon, a) \) we have

\[
|N \left( r, \frac{1}{f} \right) - \Delta r^{(r)} l(r)| \leq \varepsilon r^{(r)} \left( K + \Delta + \frac{1 + \Delta + \varepsilon}{\eta} \right).
\]

Thus

\[
(5.6) \quad N \left( r, \frac{1}{f} \right) = \frac{\Delta}{l(r)} r^{(r)} + o(r^{(r)}).
\]

Let \( a \neq 0, \infty \), and let \( E_\delta (r) \) be the set \( \bigcup_k \{|l(r)| (\varphi - \pi) - \pi (k + 1/2) |\leq \delta \} \cup [0, \delta] \cup [2\pi - \delta, 2\pi] \), where the union is taken over those integer \( k \) for which \( -l(r) - 1/2 \leq k \leq l(r) - 1/2 \) (if \( p = 0 \), it can happen that there are no such \( k \)). It is easy to see that \( \text{mes} E_\delta (r) \leq A\delta \), where \( A \) is a constant which does not depend on \( r \). From (5.2.2) we get that for \( r \geq r_0 \) and \( \varphi \in [0, 2\pi] \setminus E_\delta (r) \) we have

\[
\ln \frac{1}{|f(re^{i\varphi}) - a|} = O(1).
\]

Hence by Theorem 7.4 from Chapter 1 and the Remark 1 following it, we get

\[
(5.7) \quad m(r, a, f) = o(r^{(r)}).
\]
The First Fundamental Theorem together with (5.7) and (5.4) implies
\begin{equation}
N(r, a, f) = T(r, f) + o(r^{l(r)}) = \Delta I_1(l(r)) r^{l(r)} + o(r^{l(r)})
\end{equation}

We already proved an estimate for \(\ln M(r, f)\), but it is sharp for \(p = 0\) only.
Now we shall get a sharp estimate in the case when \(l(r) = \rho(r) \rightarrow \rho\) as \(r \rightarrow \infty\), that is, when \(l(r)\) is a proximate order. We shall complement (5.3.2) by the following asymptotic inequality:
\begin{equation}
\ln |f(re^{i\varphi})| \leq \pi \Delta \frac{\cos \rho(\varphi - \pi)}{\sin \pi \rho} r^{\rho(r)} + o(r^{\rho(r)})
\end{equation}
as \(r \rightarrow \infty\), uniformly with respect to \(\varphi, 0 \leq \varphi \leq 2\pi\).

Denote by \(D_\delta\) the domain \(|z| > 1, |\arg z| < \delta\), where \(0 < \delta < \frac{\pi}{2} \min \left(1, \frac{1}{\rho}\right)\).
Choose an arbitrarily small \(\omega > 0\) and denote by \(\mu\) the number
\[\mu = \frac{\cos \rho(\delta - \pi)}{\cos \delta} + \omega \frac{\sin \pi \rho}{\pi \Delta \cos \delta}.\]

Consider in the domain \(D_\delta\) the function
\[\psi_\delta(z) = f(z)|f(-z)|^{-\mu}.\]
For the ray \(\arg z = \delta\) we have the following estimate
\[
\ln |\psi_\delta(re^{i\delta})| = \ln |f(re^{i\delta})| - \mu \ln |f(re^{i(\delta + \pi)})|,
\]
\[= \pi \Delta \frac{\cos \rho(\delta - \pi)}{\sin \pi \rho} r^{\rho(r)} - \mu \pi \Delta \frac{\cos \rho \delta}{\sin \pi \rho} r^{\rho(r)} + o(r^{\rho(r)}) = -\omega r^{\rho(r)} + o(r^{\rho(r)}).\]
An analogous estimate takes place for the ray \(\arg z = -\delta\). Therefore the function \(\psi_\delta(z)\) is bounded on the boundary \(D_\delta\) with \(\infty\) excluded:
\[|\psi_\delta(z)| \leq M, z \in \partial D_\delta \setminus \{\infty\}.\]

Consider \(\rho'\) satisfying \(\rho < \rho' < \frac{\pi}{2\delta}\), and an arbitrary number \(\xi > 0\). The function \(\psi_\delta(z) \exp(-\xi z^{\rho'})\) is continuous in the closure of \(D_\delta\) and in the closure of \(D_\delta\) in the extended complex plane, if we define its value at \(\infty\) as 0. In fact, for \(|\varphi| \leq \delta\) we have
\[
\ln \left|\psi_\delta(re^{i\varphi})e^{-\xi r^{\rho'}e^{i\varphi}}\right| \leq \ln M(r, f) - \mu \ln |f(re^{i(|\varphi|+\pi)})| - \xi r^{\rho'} \cos \varphi \rho' \leq O(r^{\rho(r)}) - \mu \pi \Delta \frac{\cos \rho \varphi}{\sin \pi \rho} r^{\rho(r)} + o(r^{\rho(r)}) - \xi r^{\rho'} \cos \delta \rho' = O(r^{\rho(r)}) - \xi r^{\rho'} \cos \delta \rho' \rightarrow -\infty \text{ as } r \rightarrow \infty.
\]
Hence we may use for \(\psi_\delta(z) \exp(-\xi z^{\rho'})\) the principle of maximum modulus. On the other hand, for \(z \in D_\delta\) we have \(\exp(-\xi z^{\rho'}) < 1\). Hence
\[
|\varphi_\delta(z) \exp(-\xi z^{\rho'})| \leq M
\]
for \(z \in D_\delta\). Passing in this inequality to the limit as \(\xi \rightarrow 0\), we get that for \(z \in D_\delta\) the inequality \(|\psi_\delta(z)| \leq M\) holds. For \(|\varphi| \leq \delta\) we have
\[
\ln |f(re^{i\varphi})| = \mu \ln |f(re^{i(|\varphi|+\pi)})| + \ln |\psi_\delta(re^{i\varphi})| \leq \mu \pi \Delta \frac{\cos \rho \varphi}{\sin \pi \rho} r^{\rho(r)} + o(r^{\rho(r)}) + \ln M \leq \frac{\mu \pi \Delta}{\sin \pi \rho} r^{\rho(r)} + o(r^{\rho(r)}).
\]
Let $\varepsilon > 0$ be an arbitrarily small positive number. Choose $\delta > 0$ and $\omega > 0$ in such a way that for $0 \leq \varphi \leq \delta$ and $2\pi - \delta \leq \varphi \leq 2\pi$ the inequality

$$\varepsilon + \Delta \pi \frac{\cos \rho (\varphi - \pi)}{\sin \pi \rho} > \Delta \pi \frac{\cos \rho \pi}{\sin \pi \rho} > \frac{\mu \pi \Delta}{\sin \pi \rho} - \varepsilon$$

holds.

Then by (5.10) we get that for $0 \leq \varphi \leq \delta$ and $2\pi - \delta \leq \varphi \leq 2\pi$ the inequality

$$\ln |f(re^{i\varphi})| \leq \Delta \pi \frac{\cos \rho (\varphi - \pi)}{\sin \pi \rho} r^{\rho(r)} + 2\varepsilon r^{\rho(r)} + o(r^{\rho(r)})$$

holds uniformly with respect to $\varphi$.

By (5.32) this inequality holds also for $\delta \leq \varphi \leq 2\pi - \delta$. Thus, we have proved the inequality (5.9).

The relation (5.32) implies that

$$\ln |f(re^{i\varphi_0})| = \frac{\pi \Delta}{\sin \pi \rho} r^{\rho(r)} + o(r^{\rho(r)}),$$

where $\varphi_0 = \pi$ for even $p$ and $\varphi_0 = \pi + \frac{\pi}{2\rho}$ for odd $p$. Together with (5.9) it implies

$$\ln M(r, f) = \frac{\pi \Delta}{\sin \pi \rho} r^{\rho(r)} + o(r^{\rho(r)}).$$

(5.11)

The function $f(z)$ given by (5.1) will be used in several constructions. First, let us mention the following theorem.

**Theorem 5.1.** Let $\rho(r)$ be a proximate order, $\rho(r) \to \rho$ as $r \to \infty$, $L(r) = r^{\rho(r)-\rho}$. There exists a function $F(z)$ analytic in $\{|\arg z| < \pi\}$ taking positive values on the positive semi-axis, and such that for every $\delta$ satisfying $0 < \delta < \pi$ the condition

$$F(re^{i\varphi}) = (1 + o(1))L(r) < r \to \infty$$

holds uniformly with respect to $\varphi$ in $\{|\varphi| < \pi - \delta\}$.

Indeed, let $f(z)$ be a canonical product with positive zeros, such that $n(r, 0) \sim r^{1/2 + \rho(r)-\rho}$. The desired function $F(z)$ can be chosen in $\{|\arg z| < \pi\}$ as

$$F(z) = \frac{\ln f(-z)}{\sqrt{z}},$$

where the branch of $\sqrt{z}$ is chosen in such a way that $\sqrt{r} > 0$ for $r > 0$. Since $f(-r) > 1$, then $F(r) > 0$. Taking into account the inequality (5.31) we get ($|\varphi| < \pi - \delta$)

$$F(re^{i\varphi}) = \frac{e^{i\frac{1}{2}r^{1/2 + \rho(r)-\rho}} + o\left(\frac{1}{2}r^{1/2 + \rho(r)-\rho}\right)}{e^{i\frac{1}{2}r^{1/2}}} = L(r) + o(L(r)).$$

Let $f(z)$ be an entire function of order $\rho$, $0 < \rho < \infty$. The inequality $T(r, f) \leq \ln^+ M(r, f) \leq 3T(2r, f)$ (see (7.1) in Chapter 1) implies that under the condition

$$0 < \liminf_{r \to \infty} \frac{\ln M(r, f)}{r^p} \leq \limsup_{r \to \infty} \frac{\ln M(r, f)}{r^p} < \infty$$

we have

$$0 < \liminf_{r \to \infty} \frac{T(r, f)}{r^p} \leq \limsup_{r \to \infty} \frac{T(r, f)}{r^p} < \infty,$$
and vice versa. It is natural to ask whether the existence of the limit
\[
\lim_{r \to \infty} \frac{\ln M(r, f)}{r^\rho} \neq 0, \infty
\]
implies the existence of the limit
\[
\lim_{r \to \infty} \frac{T(r, f)}{r^\rho} \neq 0, \infty,
\]
and vice versa. It turns out that in both cases the answer to this question is negative. Let us give the corresponding examples.

Example 1. We give an example showing that the existence of the limit in (5.12) does not imply the existence of the limit in (5.13). First we let \(0 < \rho < 1/2\).

We construct two proximate orders, \(\rho_1(r)\) and \(\rho_2(r)\), satisfying for \(r > r_0\) the inequality
\[
\rho - \frac{\ln \ln r}{\ln r} \leq \rho_j(r) \leq \rho, \quad j = 1, 2.
\]

Observe that \(r^\rho - \frac{\ln \ln r}{\ln r} = \frac{r^\rho}{\ln r}\). Choose \(\rho_j(r)\) in such a way that
\[
\max(\rho_1(r), \rho_2(r)) \equiv \rho;
\]
the inequality \(\rho_1(r_n) = \rho - \frac{\ln \ln r_n}{\ln r_n}\) is satisfied for some sequence \(r_n \to \infty\), and \(\rho_1(r_n') = \rho_2(r_n') = \rho\) for some sequence \(r_n' \to \infty\). Let \(V_j(z)\) be canonical products of genus 0 with positive zeros satisfying \(n(r, 0, V_j) \sim r^{\rho_j(r)}\). Consider the function
\[
f(z) = V_1(z) + V_2(-z).
\]
It is clear that \(|f(\bar{z})| = |f(z)|\), therefore it suffices to get suitable estimates for \(|f(z)|\) in the upper half-plane \(\{\text{Im} z \geq 0\}\). We shall use the relations (5.3.2) and (5.11). Since
\[
M(r, f) \leq 2 \max_{j=1, 2} M(r, V_j),
\]
we have
\[
\ln M(r, f) \leq \frac{\pi}{\sin \pi \rho} r^\rho + o(r^\rho).
\]
On the other hand,
\[
V_j(r) \leq \exp(\pi \cot \pi r^{\rho_j(r)} + o(r^{\rho_j(r)}))
\]
and
\[
V_j(-r) = \exp \left(\frac{\pi}{\sin \rho \pi} r^{\rho_j(r)} + o(r^{\rho_j(r)})\right).
\]
Denote by \(s(r)\) the function which is equal to 1 at those values of \(r\) for which \(\rho_1(r) = \rho\), and is equal to \(-1\) when \(\rho_1(r) < \rho\) (at such points \(\rho_2(r) = \rho\)). It is easy to see that
\[
|f(-s(r)r)| = \exp \left\{\frac{\pi}{\sin \rho \pi} r^\rho + o(r^\rho)\right\},
\]
therefore
\[
\ln M(r, f) = \frac{\pi}{\sin \rho \pi} r^\rho + o(r^\rho),
\]
and (5.12) is satisfied. For \(r = r_n\) we have
\[
T(r_n, V_1) \leq \ln M(r_n, V_1) = O(r^{\rho_1(r_n)}) = O\left(\frac{r_n^\rho}{\ln r_n}\right).
\]
Taking into account (5.4'), we get
\[ T(r_n, f) = T(r_n, V_2) + O \left( \frac{r_n^\rho}{\ln r_n} \right) \]
\[ = I_1(\rho) r_n^{\rho_2} + o(r_n^{\rho_2}) + O \left( \frac{r_n^\rho}{\ln r_n} \right) \]
\[ = I_1(\rho) r_n^\rho + o(r_n^\rho). \]
For \( r = r_n' \) and \( \delta \leq \varphi \leq \pi/2 - \delta \) or \( \pi/2 + \delta \leq \varphi \leq \pi - \delta, \) \( \delta > 0, \) by (5.32) we have
\[ \ln |f(r_n e^{i\varphi})| = \pi \max \{ \cos \rho(\pi - \varphi), \cos \rho \varphi \} r_n^\rho + o(r_n^\rho). \]
Using Theorem 7.4 from Chapter 1 and Remark 2 following it, we get
\[ T(r_n', f) = m(r_n', f) = \frac{r_n^\rho}{\sin \pi \rho} \int_0^{\pi/2} \max \{ \cos \rho(\pi - \varphi), \cos \rho \varphi \} d\varphi + o(r_n^\rho) \]
\[ = \frac{2r_n^\rho}{\sin \pi \rho} \int_0^{\pi/2} \cos \rho \varphi d\varphi + o(r_n^\rho) = \frac{2r_n^\rho}{\rho \sin \pi \rho} + o(r_n^\rho). \]
Hence
\[ \liminf_{r \to \infty} \frac{T(r, f)}{r^\rho} \leq \frac{1}{\rho} < \frac{\pi \rho}{2} \leq \limsup_{r \to \infty} \frac{T(r, f)}{r^\rho}, \]
that is, the limit in (5.13) does not exist. If instead of \( f(z) \) we consider the functions \( f(z^p), p = 2, 3, 4, \ldots, \) by Theorem 6.6 from Chapter 1 and the obvious inequality \( \ln M(r, f(z^p)) = \ln M(r^p, f(z)) \), we get analogous examples for each \( \rho, 0 < \rho < \frac{\pi}{2} \), that is, for each \( \rho, 0 < \rho < \infty \).

**Example 2.** Now we show that the existence of the limit in (5.13) does not imply the existence of the limit in (5.12). The idea of this example is similar to the idea of Example 1, but the construction is somewhat more technical. Let \( 0 < \rho < 1/2 \). Consider the equation
\[ F(x, y) = y \cot \rho \pi \left\{ \frac{y}{x \cos \rho \pi} - 1 \right\} \]
\[ + \sqrt{x^2 \left[ 1 + \cot^2 \rho \pi \left\{ \frac{y}{x \cos \rho \pi} - 1 \right\} \right]^2 - y^2} \]
\[ - 2 \sin \frac{\rho \pi}{2} \sqrt{1 + \cot^2 \rho \pi \left\{ \frac{y}{x \cos \rho \pi} - 1 \right\}^2} = 0, \]
where the radical denotes the arithmetical value of the square root, \( x \) and \( y \) are real variables. It is easy to check that \( F(1, 1) = 0, F_x(1, 1) = \tan \frac{\rho \pi}{2}, F_y(1, 1) = \tan \frac{\rho \pi}{2} \). Well-known theorems on implicit functions imply that the equation (5.14) defines in a sufficiently small neighborhood of \( (1, 1) \) an univalent continuously differentiable decreasing function \( y = y(x), y(1) = 1, |y'(x) - (-1)| < 1/2 \).

Let \( L_1(r) = 1 + \eta \sin \ln(e + r), r \geq 0, \) where \( \eta > 0 \) is chosen to be so small that the interval \( [1 - \eta, 1 + \eta] \) is contained in the interval where the function \( y(x) \)
with the properties described above is defined. Let \( L_2(r) = y(L_1(r)) \). We may assume that \( \eta \) is so small that for \( 1 - \eta \leq x \leq +\eta \) the inequality
\[
\cos \pi \rho < y(x)/x < \sec \pi \rho
\]
is satisfied. Hence, for all \( r > 0 \) the inequality
\[
(5.15) \quad \cos \pi \rho < L_2(r)/L_1(r) < \sec \pi \rho
\]
holds. Denote by \( V_j(r) \) the canonical product of genus 0 with positive zeros, for which \( n(r,0,V_j) \sim r^\rho L_j(r), \ j = 1,2 \). It is easy to verify that the functions \( \rho_j(r) \) defined by the equations \( r^\rho_j(r) = r^\rho L_j(r) \) are proximate orders, and \( \rho_j(r) \to \rho \) as \( r \to \infty \). As in Example 1 we let
\[
f(z) = V_1(z) + V_2(-z).
\]
Using the same argument as in Example 1, we get
\[
\ln M(r,f) = \max_{j=1,2} \ln M(r,V_j) + o(r^\rho) = \frac{\pi}{\sin \pi \rho} r^\rho \max\{L_1(r), L_2(r)\} + o(r^\rho).
\]
Hence
\[
\limsup_{r \to \infty} \frac{\ln M(r,f)}{\sin \pi \rho} = \frac{\pi}{\sin \pi \rho} \limsup_{r \to \infty} \max\{L_1(r), L_2(r)\}
\]
\[
= \frac{\pi}{\sin \pi \rho} \max\{(1 + \eta), y(1 - \eta)\} \geq (1 + \eta) \frac{\pi}{\sin \pi \rho},
\]
\[
\liminf_{r \to \infty} \frac{\ln M(r,f)}{r^\rho} = \frac{\pi}{\sin \pi \rho} \liminf_{r \to \infty} \max\{L_1(r), L_2(r)\}
\]
\[
= \frac{\pi}{\sin \pi \rho} \max\{(1 - \eta), y(1 + \eta)\} < \frac{\pi}{\sin \pi \rho}.
\]
Thus the limit in (5.12) does not exist. Denote by \( \varphi(r) \), \( 0 < \varphi(r) < \pi \), the (unique) solution of the equation
\[
(5.16) \quad L_1(r) \cos \rho(\pi - \varphi) = L_2(r) \cos \rho \varphi.
\]
The existence of the solution follows from (5.15). From (5.32) it is easy to get that for each positive \( \delta \) we have
\[
\ln |f(re^{i\varphi})| = \begin{cases} 
\pi r^\rho L_2(r) \frac{\cos \rho \varphi}{\sin \rho \pi} + o(r^\rho), & \delta \leq \varphi \leq \varphi(r) - \delta, \\
\pi r^\rho L_1(r) \frac{\cos \rho (\pi - \varphi)}{\sin \rho \pi} + o(r^\rho), & \varphi(r) + \delta \leq \varphi \leq \pi - \delta.
\end{cases}
\]
Taking into account Theorem 7.4 from Chapter 1 and Remark 1 following it, we get
\[
T(r,f) = \frac{r^\rho}{\sin \pi \rho} \left\{ L_2(r) \int_0^{\varphi(r)} \cos \rho \varphi + L_1(r) \int_{\varphi(r)}^\pi \cos \rho(\pi - \varphi) d\varphi \right\}
\]
\[
+ o(r^\rho) = \frac{r^\rho}{\rho \sin \pi \rho} \left\{ L_2(r) \sin \rho \varphi(r) + L_1(r) \sin \rho(\pi - \varphi(r)) \right\} + o(r^\rho).
\]
Using (5.16) we get
\[
\tan \rho \varphi(r) = \cot \rho \pi \left( \frac{L_2(r)}{L_1(r) \cos \rho \pi} - 1 \right),
\]
5. SOME EXAMPLES

\[
\sin \rho \varphi(r) = \frac{\cot \rho \pi \left( \frac{L_2(r)}{L_1(r) \cos \rho \pi} - 1 \right)}{\left\{ 1 + \cot^2 \rho \pi \left( \frac{L_2(r)}{L_1(r) \cos \rho \pi} - 1 \right)^2 \right\}^{1/2}},
\]

\[
\sin \rho [\pi - \varphi(r)] = \left\{ 1 - \left[ \frac{L_2(r)}{L_1(r) \cos \varphi(r)} \right]^2 \right\}^{1/2} = \left\{ 1 + \cot^2 \rho \pi \left( \frac{L_2(r)}{L_1(r) \cos \rho \pi} - 1 \right)^2 \right\}^{1/2}
\]

Taking into account (5.14) and the definition of the function \( L_2(r) = y(L_1(r)) \), we get

\[
L_2(r) \sin \rho \varphi(r) + L_1(r) \sin \rho [\pi - \varphi(r)] = 2 \sin \frac{\rho \pi}{2}.
\]

Now we can rewrite (5.17) as

\[
T(r, f) = \frac{r^\rho}{\rho \cos \frac{\rho \pi}{2}} + o(r^\rho),
\]

that is, the limit in (5.13) is defined. Considering the functions \( f(z^\rho) \), as in Example 1, we drop remove the restriction \( \rho < 1/2 \).

It is worth mentioning that it is possible to construct examples of the type of Example 1 using another idea. We restrict our attention to the case \( \rho = 1 \), because in this case the construction is simpler.

**Example 1’.** We define an integer sequence \( \{r_k\} \) using the following recurrent relation: \( r_1 = 1 \), \( r_{k+1} = 3r_k^2 \). Let \( p_k = r_k^2 \); \( \eta_k = 1 \), \( k = 0, 1, 2, \ldots \). Let \( \eta_{2k+1} = 1 \) if \( r_{2n-1} \leq 2k + 1 < r_{2n} \) and \( \eta_{2k+1} = 0 \) if \( r_{2n} \leq 2k + 1 < r_{2n+1} \). Let \( \eta'_k = 0 \) and \( \eta'_{k+1} = \eta_{2k+1} \). Note that for integer \( s \geq r_{k+1} \) we have

\[
\frac{p_k^s}{s!} < \frac{r_k^{2s} e^s}{s^s} \leq \left( \frac{r_k^2 e}{r_{k+1}} \right)^s = \left( \frac{e}{3} \right)^s.
\]

The function

\[
f(z) = \sum_{s=0}^{\infty} \frac{\eta_s z^s}{s!}
\]

has the desired properties. It is clear that

\[
\cosh r \leq M(r, f) = f(r) \leq e^r.
\]

Hence

\[
\lim_{r \to \infty} \frac{\ln M(r, f)}{r} = 1.
\]
If \(|z| = p_{2n-1}\) then (see (5.18)) the following inequality holds

\[
|e^z - f(z)| = \left| \sum_{s=0}^{\infty} (1 - \eta_s) \frac{z^s}{s!} \right| \leq \sum_{s=0}^{\infty} \frac{|z|^s}{s!} + \sum_{s=r_{2n}}^{\infty} \frac{|z|^s}{s!} \leq p_{2n-1} \sum_{s=0}^{\infty} \frac{1}{s!} + \sum_{s=r_{2n}}^{\infty} \left( \frac{e}{3} \right)^s \leq e\sqrt{r_{2n-1}} + o(1).
\]

Hence, for \(r = p_{2n-1}\) we have

\[
f(re^{i\varphi}) = \exp(re^{i\varphi}) + O(\exp(\sqrt{r} \ln r))
\]

and

\[
T(r, f) = T(r, e^z) + O(\sqrt{r} \ln r) = \frac{r}{\pi} + O(\sqrt{r} \ln r).
\]

Thus

\[
(5.19) \quad \liminf_{r \to \infty} \frac{T(r, f)}{r} \leq \frac{1}{\pi}.
\]

In a similar manner, for \(|z| = p_{2n}\) we get

\[
|f(z) - \cosh z| = \left| \sum_{s=0}^{\infty} \eta_s \frac{z^s}{s!} \right| 
\leq \sum_{s=0}^{r_{2n}} \frac{|z|^s}{s!} + \sum_{s=r_{2n+1}}^{\infty} \frac{|z|^s}{s!} \leq p_{2n} e + o(1) = e\sqrt{p_{2n}} + o(1).
\]

Therefore for \(r = p_{2n}\) we have

\[
f(re^{i\varphi}) = \cosh(re^{i\varphi}) + O(\exp(\sqrt{r} \ln r)),
\]

\[
T(r, f) = T(r, \cosh z) + O(\sqrt{r} \ln r) = \frac{2r}{\pi} + O(\sqrt{r} \ln r).
\]

(Here we have used the result of Exercise 2 to Theorem 6.1 from Chapter 1.) It follows that

\[
(5.20) \quad \limsup_{r \to \infty} \frac{T(r, f)}{r} \geq \frac{2}{\pi}
\]

Combining (5.19) and (5.20) we conclude that the limit of \(T(r, f)/r\) as \(r \to \infty\) does not exist.

2\(^2\). Now we consider entire functions of integer order \(\rho > 0\) with positive zeros, such that \(n(r, 0) \sim \Delta r^\rho(r)\), where \(0 < \Delta < \infty\), \(\rho(r)\) is a proximate order, \(\rho(r) \to \rho\) as \(r \to \infty\). We shall use the notation from the proof of Theorem 4.3. In this case \(f(z) = f_1(z)f_2(z)\), where

\[
f_1(z) = \exp \left\{ z^\rho \left( c_\rho + \frac{1}{\rho} \sum_{0 < a_\nu \leq r} a_\nu^{-\rho} \right) \right\},
\]

\[
f_2(z) = e^{c_{\rho-1}z^{\rho-1} + \cdots + c_1 z} \prod_{0 < a_\nu \leq r} E \left( \frac{z}{a_\nu}, \rho - 1 \right) \prod_{a_\nu > r} E \left( \frac{z}{a_\nu}, \rho \right)
= e^{c_{\rho-1}z^{\rho-1} + \cdots + c_1 z} f_3(z).
\]
We consider the function \( \ln f(z) \) in the angle \( \{0 < \delta \leq \arg z \leq 2\pi - \delta\} \), \( \ln f(0) = \ln f_2(0) = \ln f_1(0) = \ln f_3(0) = 0 \). We have
\[
|\ln f(z) - \ln f_1(z)| = |\ln f_2(z)| \leq O(|z|^{\rho-1}) + |\ln f_3(z)|.
\]
On the other hand, the function \( \ln f_3(z) \) can be represented in the form (cf. computation in part 1 of this section):
\[
\ln f_3(z) = -z^\rho \int_0^r n(t,0) \frac{dt}{t^\rho(t-z)} - z^{\rho+1} n(r,0) \int_r^\infty \frac{dt}{t^\rho(t-z)} - z^{\rho+1} \int_r^\infty \left\{ n(t,0) - n(r,0) \right\} \frac{dt}{t^{\rho+1}(t-z)} = -z^\rho \int_0^r n(t,0) \frac{dt}{t^\rho(t-z)}.
\]
For \( \delta < \varphi < 2\pi - \delta \) we have \( |t - re^{i\varphi}| \geq \sin \frac{\varphi}{2} (t + r) \), hence
\[
|\ln f_3(re^{i\varphi})| \leq \frac{1}{\sin \frac{\varphi}{2}} \left\{ r^\rho \int_0^r n(t,0) \frac{dt}{t^\rho(t+r)} + \rho n(r,0) + r^{\rho+1} \int_r^\infty \frac{n(t,0) dt}{t^{\rho+1}(t+r)} \right\}.
\]
Estimating the sum in the braces we, as in the proof of Theorem 4.3, get
\[
|\ln f_3(re^{i\varphi})| = O(r^{\rho(r)})
\]
uniformly with respect to \( \varphi, \delta < \varphi < 2\pi - \delta \). Hence
\[
\ln f(z) = z^\rho \left( c_\rho + \frac{1}{\rho} \sum_{0 < a_\nu \leq r} a_\nu^{-\rho} \right) + O(r^{\rho(r)}), \quad (5.22_1)
\]
\[
\ln |f(z)| = \text{Re} \left\{ z^\rho \left( c_\rho + \frac{1}{\rho} \sum_{0 < a_\nu \leq r} a_\nu^{-\rho} \right) \right\} + O(r^{\rho(r)}), \quad (5.22_2)
\]
\[
\arg f(z) = \text{Im} \left\{ z^\rho \left( c_\rho + \frac{1}{\rho} \sum_{0 < a_\nu \leq r} a_\nu^{-\rho} \right) \right\} + O(r^{\rho(r)}). \quad (5.22_3)
\]
Note, that in order to prove these relations, we used the relation \( n(r,0) = O(r^{\rho(r)}) \) only. Consider first the case when the integral
\[
\int_1^\infty t^{\rho(t)-\rho-1} dt
\]
is divergent. In this case we introduce the notation \( r \geq 2 \)
\[
L_1(r) = \int_1^r t^{\rho(t)-\rho-1} dt, \quad r^{\rho_1(r)} = r^\rho L_1(r).
\]
It is easy to check that \( \rho_1(r) \) is a proximate order,
\[
\rho_1(r) \to \rho, \quad r^\rho = o(r^{\rho_1(r)}), \quad r^{\rho(r)} = o(r^{\rho_1(r)}) \text{ as } r \to \infty.
\]
Using (5.22_1) we get
\[
\ln f(z) = z^\rho \frac{1}{\rho} \sum_{0 < a_\nu \leq r} a_\nu^{-\rho} + o(r^{\rho_1(r)}).
\]
By the l'Hôpital rule, we get
\[ \frac{1}{\rho} \sum_{0 < a_n \leq r} a_n^\rho = \frac{1}{\rho} \int_0^r \frac{dn(t,0)}{t^\rho} = \frac{n(r,0)}{\rho r^\rho} + \int_0^r \frac{n(t,0)}{r^{\rho+1}} dt \]
\[ = O(r^{\rho(r)-\rho}) + \Delta (1 + o(1)) \int_1^r t^{\rho(t)-\rho-1} dt = \Delta (1 + o(1)) L_1(r). \]

Hence
\[ \ln f(re^{i\varphi}) = \Delta e^{i\rho \varphi} r^{\rho_1(r)} + o(r^{\rho_1(r)}), \tag{5.24_1} \]
\[ \ln |f(re^{i\varphi})| = \Delta r^{\rho_1(r)} \cos \rho \varphi + o(r^{\rho_1(r)}), \tag{5.24_2} \]
and these estimates are uniform with respect to \( \delta < \varphi < 2\pi - \delta \). Using Theorem 4.3 we get
\[ T(r,f) = m(r,f) = \Delta \pi r^{\rho_1(r)} + o(r^{\rho_1(r)}). \]

By Theorem 7.4 from Chapter 1 we have
\[ N(r,f) = 0, \quad m \left( r, \frac{1}{r} \right) = \Delta \pi r^{\rho_1(r)} + o(r^{\rho_1(r)}), \]
\[ N \left( r, \frac{1}{r} \right) \sim \frac{\Delta}{\rho} r^{\rho(r)} = o(r^{\rho_1(r)}), \]
and for \( a \neq 0, \infty \), we have
\[ m \left( r, \frac{1}{r-a} \right) = o(r^{\rho_1(r)}). \]

Hence, by the First Fundamental Theorem,
\[ N \left( r, \frac{1}{r-a} \right) = \frac{\Delta}{\pi} r^{\rho_1(r)} + o(r^{\rho_1(r)}). \]

It is worth mentioning that using the method from part 1°, it can be shown that if in (5.24_2) we replace the equality sign by \( \leq \), the obtained inequality will be valid everywhere in the complex plane.

**Exercise.** Using the infinite product representation of the entire function \( 1/\Gamma(z) \), where \( \Gamma(z) \) is the Euler gamma-function, namely
\[ \frac{1}{\Gamma(z)} = z e^{\gamma z} \sum_{n=1}^\infty E \left( -\frac{z}{n}, 1 \right) \]
(\( \gamma = 0.577\ldots \) is the Euler-Mascheroni constant), find an asymptotic formula for \( \Gamma(z) \) in the region \( \{|\arg z| < \pi - \delta\}, \delta > 0 \):
\[ \ln \Gamma(z) = z \ln z + o(r \ln r). \]

Now we suppose that the integral in (5.23) converges. Let
\[ \rho_2(r) = \rho + (\ln r)^{-1} \ln \left\{ \int_r^\infty t^{\rho(t)-\rho-1} dt \right\}, \quad r > 1, \]
\[ r^{\rho_2(r)} = r^\rho \int_r^\infty t^{\rho(t)-\rho-1} dt = r^\rho L_2(r). \]
As before, we check that \( r^{o(r)} = o(r^{p_2(r)}) \), \( r^{p_2(r)} = o(r^p) \). In the case under consideration the function \( n(r, 0) \) belongs to the convergence class, and the function \( f(z) \) can be represented as

\[
f(z) = e^{c'_r z^p + \cdots} \prod_\nu E \left( \frac{z}{a_\nu} \rho - 1 \right) = f_4(z)f_2(z),
\]

where \( f_2(z) \) is defined as before, and

\[
f_4(z) = \exp \left\{ z^p \left( c'_r - \frac{1}{\rho} \sum_{|a_\nu| > r} a_\nu^{-\rho} \right) \right\}.
\]

The series \( \sum_\nu a_\nu^{-\rho} \) converges since \( n(r, 0) \) belongs to the convergence class.

The relation (5.21) implies that uniformly in \( \varphi = \arg z \) within the angle \( 0 < \delta < \arg z < 2\pi - \delta \), the relation

\[(5.25) \quad | \ln f(re^{i\varphi}) - \ln f_4(re^{i\varphi}) | \leq O(r^{p'(r)}) + O(r^{p-1}) = o(r^{p_2(r)}).\]

holds. In the same way as before we get

\[-\frac{1}{\rho} \sum_{|a_\nu| > r} a_\nu^{-\rho} = -\frac{1}{\rho} \int_r^\infty \frac{dn(t,0)}{t^p} - \frac{1}{\rho} \int_r^\infty \frac{n(t,0)}{t^{1+\rho}} dt = O(r^{p(r)-\rho}) - \Delta(1 + o(1)) \int_r^\infty t^{\rho(t)-\rho-1} dt = -\Delta(1 + o(1))L_2(r).
\]

By (5.25) we get

\[
\ln f(re^{i\varphi}) = e^{i\rho \varphi} c'_r r^\rho - \Delta e^{i\rho \varphi} r^{p_2(r)} + o(r^{p_2(r)}).
\]

If \( c'_r = 0 \), then

\[
\ln f(re^{i\varphi}) = -\Delta e^{i\rho \varphi} r^{p_2(r)} + o(r^{p_2(r)}), \quad \ln |f(re^{i\varphi})| = -\Delta \cos \rho \varphi r^{p_2(r)} + o(r^{p_2(r)}). \tag{5.26_1}
\]

If \( c'_r \neq 0 \), then

\[
\ln f(re^{i\varphi}) = e^{i\rho \varphi} c'_r r^\rho + o(r^p), \quad \ln |f(re^{i\varphi})| = |c'_r| \cos (\rho \varphi + \arg c'_r) r^\rho + o(r^p). \tag{5.27_1}
\]

As in the previous example, it can be shown that if we replace in (5.26_1) and (5.27_2) the equality sign by \( \leq \), then the obtained inequality will be valid everywhere in the complex plane.

For Nevanlinna characteristics we get the same formulas as in the case when the integral (5.23) diverges, but with \( \rho_1(r) \) replaced by \( \rho_2(r) \) in the case when \( c'_r = 0 \), and with \( \rho_1(r) \) replaced by \( \rho \) and \( \Delta \) replaced by \(|c'_r|\) in the case when \( c'_r \neq 0 \). To apply (4.5) we take into account

\[
c'_r = c'_r - \frac{1}{\rho} \sum_\nu a_\nu^{-\rho}.
\]

Finally, we consider the case \( \rho = 0 \). Let \( \rho(r) \) be a proximate order satisfying \( \rho(r) \to 0 \) as \( r \to \infty \), \( r^{\rho(r)} \) is monotone when \( r \geq r_0 \) and goes to \( \infty \) as \( r \to \infty \). Consider a canonical product of genus 0 with positive zeros, such that \( n(r, 0) \sim \)
\( \Delta^{p(r)}, 0 < \Delta < \infty \). Without loss of generality we may assume that all zeros are greater than 1. It is easy to check that

\[
N(r, 0) = \int_1^r \frac{n(t, 0)}{t} dt = \Delta(1 + o(1)) \int_1^r t^{\rho(t) - 1} dt = \Delta(1 + o(1))L_1(r),
\]

\( L_1 \left( \frac{r}{2} \right) \sim L_1(r), \quad \rho(r) = o(L_1(r)) \) as \( r \to \infty \).

Let \( \delta < \varphi < 2\pi - \delta \). We apply (5.1') to \( f(z) \). We get

\[
\ln f(re^{i\varphi}) - N(r, 0) = -z \int_1^r \frac{n(t, 0)}{t(t - z)} dt - \int_1^r \frac{n(t, 0)}{t} dt
\]

\[
\leq \csc \frac{\delta}{2} \left\{ \int_1^r \frac{n(t, 0)}{t + r} dt + r \int_r^\infty \frac{n(t, 0)}{t(t + r)} dt \right\}
\]

\[
\leq \csc \frac{\delta}{2} \left\{ n(r, 0) + r \int_r^\infty \frac{n(t, 0)}{t^2} dt \right\}
\]

\[
\leq \Delta(1 + o(1)) \csc \frac{\delta}{2} \left\{ r^{\rho(r)} + r \int_r^\infty t^{\rho(t) - 2} dt \right\}
\]

\[
= 2\Delta(1 + o(1)) \csc \frac{\delta}{2} r^{\rho(r)} = o(N(r, 0)).
\]

Therefore uniformly with respect to \( \varphi \) satisfying \( \delta < \varphi < 2\pi - \delta \) the relations

\[
\ln f(re^{i\varphi}) = N(r, 0) + o(N(r, 0)), \quad (5.281)
\]

\[
\ln |f(re^{i\varphi})| = N(r, 0) + o(N(r, 0)), \quad (5.282)
\]

\[
\arg f(re^{i\varphi}) = o(N(r, 0)). \quad (5.283)
\]

hold. It is clear that \( \ln M(r, f) = \ln f(-r) = N(r, 0) + o(N(r, 0)) \). Since

\[
N(r, 0) \leq T(r, f) \leq \ln M(r, f), \quad (5.29)
\]

we get

\[
T(r, f) = N(r, 0) + o(N(r, 0)), \quad m \left( r, \frac{1}{f} \right) = o(N(r, 0)). \quad (5.30)
\]

It is easy to check that relations (5.30) take place even without the requirement of positivity of zeros. In fact, let

\[
f(z) = \prod_{\nu} \left( 1 - \frac{z}{a_{\nu}} \right), \quad \hat{f}(z) = \prod_{\nu} \left( 1 - \frac{z}{|a_{\nu}|} \right).
\]

It is clear that \( M(r, f) \leq M(r, \hat{f}) = \hat{f}(-r) \) and \( N(r, 0, f) = N(r, 0, \hat{f}) \). From (5.29) and (5.30) we get

\[
N(r, 0, f) \leq T(r, f) \leq \ln M(r, \hat{f}) = N(r, 0, \hat{f}) + o(N(r, 0, \hat{f}))
\]

\[
= N(r, 0, f) + o(N(r, 0, f)),
\]

that is, (5.30) remains true. Using the condition of positivity of zeros of \( f(z) \), using (5.282), the First Fundamental Theorem, and Theorem 7.4 from Chapter 1, we get

\[
m(r, a, f) = o(N(r, 0)), \quad N(r, a) = (1 + o(1))N(r, 0), \quad a \neq 0, \infty.
\]
3°. Finally we consider the entire Mittag-Leffler function

\begin{equation}
E_\rho(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma\left(1 + \frac{k}{\rho}\right)}, \quad 0 < \rho < \infty.
\end{equation}

Using Stirling’s formula, it is easy to verify that this power series has an infinite radius of convergence. The function \(E_\rho(z)\) is a generalization of the exponential function \(e^z\), which corresponds to the case \(\rho = 1\). For \(\rho = 1/2\) we have \(E_{1/2}(z) = \cosh \sqrt{z}\). We are going to find some asymptotic relations for \(E_\rho(z)\). To do so we need the Hankel integral representation for \(\Gamma\)-function. Let \(s = \sigma + i\tau\) be an arbitrary complex number. Denote by \(L\) the Hankel integral representation for \(\Gamma\)-function. Letting \(\theta = 1\) by the Cauchy theorem. The integral (5.32) does not depend on the set \(\{z: |z| > a\}\), parameterized in the negative direction.

Consider the integral

\begin{equation}
F(s) = \frac{1}{2\pi i} \int_{L(\theta, a)} e^{t-s} dt,
\end{equation}

where by \(t^{-s}\) we mean the principal value of the power function. It is easy to check that the integral (5.32) converges absolutely and uniformly with respect to \(s\), for \(|s| \leq R\), where \(R\) is an arbitrarily large number. Using the Morera theorem for the function \(F(s)\) and changing the order of integration, we conclude that \(F(s)\) is an entire function. The integral (5.32) does not depend on \(a\), since the integral of \(e^{t-s}\) over the boundary of the region \(\{|\arg z| < \theta, |z| > a\}\) is equal to zero by the Cauchy theorem. The integral (5.32) does not depend on \(\theta, \pi/2 < \theta \leq \pi\), either. In fact, let \(\pi/2 < \theta_1 < \theta_2 \leq \pi\). The difference

\begin{equation}
\int_{L(\theta_1, a)} e^{t-s} dt - \int_{L(\theta_2, a)} e^{t-s} dt
\end{equation}

does not depend on \(a\), and is equal to the integral of \(e^{t-s}\) taken over the boundary of the set \(\{\theta_1 < |\arg z| < \theta_2, |z| > a\}\). On the other hand, on the arcs \(\{\theta_1 < |\arg z| < \theta_2, |z| = a\}\) the integrand satisfies the estimate \(|e^{t-s}| \leq a^\sigma e^{\theta_2 t} = o(a^{-1})\) as \(a \to +\infty\). Therefore the difference (5.33) approaches zero as \(a \to +\infty\). Since the difference (5.33) does not depend on \(a\), it should be equal to 0.

Thus, in (5.32) we do not need to indicate the dependence of \(F(s)\) on \(\theta\) and \(a\).

Now we let \(0 < \sigma < 1\). We have

\[
F(\sigma) = \frac{1}{2\pi i} \int_{L(\pi, a)} e^{t-\sigma} dt = \frac{e^{\pi i\sigma}}{2\pi i} \int_{-\infty}^{-a} e^{x} |x|^{-\sigma} dx
\]

\[
+ \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{\sigma e^{i\phi}} a^{1-\sigma} e^{i(1-\sigma)\phi} \, d\phi + \frac{e^{-\pi i\sigma}}{2\pi i} \int_{-\infty}^{-a} e^{x} |x|^{-\sigma} dx
\]

\[
= \sin \frac{\pi \sigma}{\pi} \int_{a}^{\infty} e^{-x} x^{-\sigma} dx + \sin \frac{\pi \sigma}{\pi} \int_{0}^{\pi} e^{a e^{i\phi}} \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{a e^{i\phi} + i(1-\sigma)\phi} \, d\phi.
\]

Letting \(a \to 0\) and using the formula for the complement of the \(\Gamma\)-function, we get

\[
F(\sigma) = \frac{\sin \frac{\pi \sigma}{\pi}}{\pi} \int_{0}^{\infty} e^{-x} x^{-\sigma} dx = \frac{\sin \frac{\pi \sigma}{\pi}}{\pi} \Gamma(1-\sigma) = \frac{1}{\Gamma(\sigma)}.
\]
Suppose that bounded below by a positive constant \( m \) function of \( z \) for \( (5.36) \)

Therefore we get, using (5.37):

\[
\frac{1}{\Gamma(s)} = \frac{1}{2\pi i} \int_{L(\theta,a)} e^{t-s}dt, \quad \pi \leq \theta < \pi, \quad 0 < a < \infty.
\]

We introduce notation \( \alpha = 1/\rho \). Let \( |z| < 1, a > 1, \) and \( \frac{\pi}{2} < \theta < \pi \). Using (5.37) and (5.34) we get

\[
E_{\rho}(z) = \sum_{k=0}^{\infty} \frac{z^k}{2\pi i} \int_{L(\theta,a)} e^{t-\alpha k-1}dt
\]

(5.35)

\[
= \frac{1}{2\pi i} \int_{L(\theta,a)} e^{t} \left\{ \sum_{k=0}^{\infty} \left( \frac{z}{t^\alpha} \right)^k \right\} dt = \frac{1}{2\pi i} \int_{L(\theta,a)} \frac{e^{t\alpha-1}}{t^\alpha - z}dt.
\]

The integral in the right-hand side of (5.35) defines for \( |z| < a^\alpha \) an analytic function of \( z \), which coincides with \( E_{\rho}(z) \). Since \( a \) can be chosen to be arbitrarily large, we get the following integral representation for \( E_{\rho}(z) \):

(5.36)

\[
E_{\rho}(z) = \frac{1}{2\pi i} \int_{L(\theta,a)} \frac{e^{t\alpha-1}}{t^\alpha - z}dt, \quad \pi \leq \theta < \pi, \quad a > |z|^\rho.
\]

First we suppose that \( 1/2 < \rho < \infty \). Assume that \( |z| > 1 \). Let \( z = re^{i\varphi} \).

Suppose that \( |\varphi| \leq \frac{\pi}{2\rho} + \delta, \) \( 0 < \delta < \pi - \frac{\pi}{2\rho} \). Then

\[
E_{\rho}(re^{i\varphi}) = \frac{1}{2\pi i} \int_{L(\pi,(2r)^\rho)} \frac{e^{t\alpha-1}}{t^\alpha - z}dt
\]

(5.37)

\[
= \frac{1}{2\pi i} \int_{L(\pi,1)} \frac{e^{t\alpha-1}}{t^\alpha - z}dt + \text{res}_{t=\rho} \frac{e^{t\alpha-1}}{t^\alpha - z}.
\]

In writing this representation we take into account the fact that the function

\[
e^{t\alpha-1}(t^\alpha - z)^{-1}
\]

has in the region \( \{ |\arg t| < \pi, \ 1 < |t| < (2r)^\rho \} \) only one pole at \( t = re^{i\varphi} \). Since for \( |\varphi| \leq \frac{\pi}{2\rho} + \sigma, \) \( t^\alpha = |t|^\alpha e^{\pm \sigma t}, \ \alpha \geq 1, \ |t| \geq 1, \) the absolute value \( |t^\alpha - 1| \) is bounded below by a positive constant \( m \), then

\[
\left| \frac{1}{2\pi i} \int_{L(\pi,1)} \frac{e^{t\alpha-1}}{t^\alpha - z}dt \right| \leq \frac{1}{|z|} \frac{1}{2\pi \rho} \int_{1}^{\infty} e^{-\rho} x^{\alpha-1}dx < \frac{1}{|z|} \frac{\Gamma(\alpha)}{2\pi \rho m}.
\]

Therefore we get, using (5.37):

(5.38)

\[
E_{\rho}(z) = O \left( \frac{1}{|z|^\sigma} \right) + \rho e^{\varphi}, \quad |\arg z| \leq \pi, \quad \frac{\pi}{2\rho} + \delta < \pi.
\]

If \( \frac{\pi}{2\rho} + \delta \leq |\varphi| \leq \pi, \) we choose \( \theta \) satisfying \( \frac{\pi}{2} < \theta < \frac{\pi}{2} + \rho \delta \). Then

\[
E_{\rho}(re^{i\varphi}) = \frac{1}{2\pi i} \int_{L(\theta,(2r)^\rho)} \frac{e^{t\alpha-1}}{t^\alpha - z}dt = \frac{1}{2\pi i} \int_{L(\theta,1)} \frac{e^{t\alpha-1}}{t^\alpha - z}dt.
\]

(5.39)

since under the conditions listed above we have \( |\rho \varphi| > \theta, \rho \varphi - 2k\pi \rho \leq \rho \varphi - 2k\pi \rho < -\theta \) and \( \rho \varphi + 2k\pi \geq -\pi + 2k\pi > \theta, \) for \( k = 1, 2, 3, \ldots \); and the integrand does not have poles in the region \( \{ |\arg t| \leq \theta, |t| > 1 \} \). In the same way as before we
show that the integral in the right-hand side of (5.39) is \(O(|z|^{-1})\). Thus we get the following uniform estimate in the complex plane:

(5.40) \[
E_\rho(z) = \begin{cases} 
\rho e^{z\rho} + O \left( \frac{1}{|z|} \right), & |\arg z| \leq \frac{\pi}{2\rho}, \\
O \left( \frac{1}{|z|^2} \right), & \pi \geq |\arg z| \geq \frac{\pi}{2\rho}.
\end{cases}
\]

In some cases, for \(\pi \geq |\arg z| \geq \frac{\pi}{2\rho} + \delta\), \(\delta > 0\), a more precise estimate for \(E_\rho(z)\) than \(O \left( \frac{1}{|z|^2} \right)\) is needed. To get it, we transform the integral (5.39) in the following way:

(5.41) \[
\frac{1}{2\pi i} \int_{L(\theta,1)} \frac{e^{t\alpha - 1}}{t^\alpha - z} dt = -\frac{1}{z} \frac{1}{2\pi i} \int_{L(\theta,1)} \frac{e^{t\alpha - 1}}{t^\alpha - z} dt + \frac{1}{z} \frac{1}{2\pi i} \int_{L(\theta,1)} \frac{e^{t2\alpha - 1}}{t^\alpha - z} dt
\]

We took into account (5.34). Hence

(5.41') \[
E_\rho(z) = -\frac{1}{z} \frac{1}{\Gamma(1 - \alpha)} + O \left( \frac{1}{|z|^2} \right) \quad \text{for} \quad \pi \geq |\arg z| \geq \frac{\pi}{2\rho} + \delta.
\]

When \(\rho > 1/2\) and \(\rho \neq 1\), then \(1/\Gamma(1 - \alpha) \neq 0\). If \(\rho = 1\), the formula (5.41') gives a more rough estimate, because \(E_1(z) = e^z\). If \(\rho = 1/2\), then, as we noted above, \(E_\rho(z) = \cosh \sqrt{z}\), and we easily get

(5.42) \[
E_{1/2}(z) = \frac{1}{2} e^{z^{1/2}} + \omega(z), \quad |\omega(z)| \leq \frac{1}{2}.
\]

If \(0 < \rho < 1/2\), the investigation of the function is somewhat more complicated. Let \(|\varphi_0| \leq \pi\). We find \(\theta = \theta(\varphi_0)\), \(\pi \geq \theta > \frac{\pi}{2}\), and a small number \(\varepsilon(\varphi_0) > 0\), such that for \(|\varphi - \varphi_0| \leq \varepsilon(\varphi_0)\) and an arbitrary integer \(k\), the numbers \(\rho \varphi + 2k\pi \rho\) are not equal to \(\theta\) or \(-\theta\). Then, as before, we get

(5.43) \[
E_\rho(z) = \frac{1}{2\pi i} \int_{L(\theta,1)} \frac{e^{t\alpha - 1}}{t^\alpha - z} dt + \sum \text{res} \frac{e^{t\alpha - 1}}{t^\alpha - z},
\]

where the sum of residues is taken over all poles of the function \(e^{t\alpha - 1}(t^\alpha - z)^{-1}\) which are in the region \(\{|\arg t| < \theta, |t| > 1\}\), that is, at the points \(t = r e^{i\varphi + 2k\pi \rho}\), the integers \(k\) are such that \(-\theta < \rho \varphi + 2k\pi \rho < \theta\). The integral in (5.42) can be estimated using the same method as before. Therefore

(5.44) \[
E_\rho(z) = O \left( \frac{1}{|z|^2} \right) + \sum_{|\varphi + 2k\pi| < \frac{\pi}{2}} \rho e^{z\rho e^{2k\pi \rho}}, \quad |\arg z| \leq \pi.
\]

This estimate is uniform with respect to \(|\varphi - \varphi_0| \leq \varepsilon(\varphi_0)\). Using the Heine-Borel lemma, we cover the interval \([-\pi, \pi]\) by finitely many intervals \(|\varphi - \varphi_\mu| \leq \varepsilon(\varphi_\mu)\), \(\mu = 1, 2, \ldots, \mu_0\), and conclude that the estimate (5.43) is uniform in the complex plane. It is necessary to take into account that \(\theta\) in (5.43) will take, depending on \(\varphi = \arg z\), \(\mu_0\) different values. If we restrict our attention to the main term of the decomposition, we get from (5.43) that

(5.44') \[
E_\rho(z) = (1 + o(1)) \rho e^{z\rho},
\]

uniformly with respect to \(\arg z\) for \(|\arg z| \leq \pi - \delta, \delta > 0\).

Since the coefficients in (5.31) are positive, then \((\rho > 0)\):

\[
M(r, E_\rho(z)) = E_\rho(r) = (1 + o(1)) \rho e^{r\rho}, \quad T(r, E_\rho) \leq r^\rho + O(1).
\]
Applying Theorem 7.4 from Chapter 1, we get

\[
T(r, E_\rho) = \begin{cases} 
\frac{1}{\pi \rho^\rho} + o(r^\rho), & \frac{1}{2} \leq \rho < \infty, \\
\frac{\sin \pi \rho}{\pi \rho} r^\rho + o(r^\rho), & 0 < \rho \leq \frac{1}{2}.
\end{cases}
\]

Taking into account (5.40'), we conclude

\[
m\left( r, \frac{1}{E_\rho} \right) = \begin{cases} 
o(r^\rho), & \rho \neq 1, \\
r, & \rho = 1,
\end{cases}
\]

\[
m\left( r, \frac{1}{E_\rho - a} \right) = o(r^\rho), \quad 0 < \rho < \infty, \quad a \neq 0, \infty
\]

By the First Fundamental Theorem we get

\[
N(r, 0, E_\rho) = \begin{cases} 
T(r, E_\rho) + o(r^\rho), & \rho \neq 1, \\
0, & \rho = 1,
\end{cases}
\]

\[
N(r, a, E_\rho) = T(r, E_\rho) + o(r^\rho), \quad a \neq 0, \infty; \quad 0 < \rho < \infty.
\]
CHAPTER 3

The second fundamental theorem

1. Lemma on the logarithmic derivative

The second fundamental theorem is the deepest and the most important result of the value distribution theory. As we shall see later, the classical Picard and Borel theorems are its corollaries. To prove the second fundamental theorem we need some auxiliary results, which we are going to present now.

THEOREM 1.1. Let \( f(z) \) be a meromorphic function satisfying \( f(0) = 1 \). For all \( r \) and \( R \) satisfying \( 1 < r < R < \infty \) and all \( \alpha, 0 < \alpha < 1 \), the inequality

\[
m \left( r, \frac{f'}{f} \right) \leq \frac{1}{\alpha} \ln^+ T(R, f) + \max \left\{ \ln^+ \frac{1}{R - r} + \ln R, \{ 2, \frac{1}{\alpha} \} \right\} \left\{ \ln^+ \frac{1}{R - r} + \ln R \right\}
\]

\[+ \frac{1}{\alpha} \ln \frac{64}{1 - \alpha} \]

(1.1)

holds.

We need the following lemma.

LEMMA 1.1. Let \( f(x) \) and \( g(x) \) be non-negative measurable functions on \([a, b]\), and let

\[ A = \int_a^b g(x)dx > 0. \]

Then the inequality

\[
\frac{1}{A} \int_a^b \{ \ln^+ f(x) \} g(x)dx \leq \ln^+ \left\{ \frac{1}{A} \int_a^b f(x)g(x)dx \right\} + \ln 2
\]

(1.2)

holds.

PROOF. Note that in the case \( g(x) \equiv 1 \) the inequality (1.2) becomes

\[
\frac{1}{b - a} \int_a^b \ln^+ f(x)dx \leq \ln^+ \left\{ \frac{1}{b - a} \int_a^b f(x)dx \right\} + \ln 2.
\]

(1.2’)

To prove the lemma set

\[ m = \frac{1}{A} \int_a^b |f(x)|^\alpha g(x)dx, \quad \varphi(x) = |f(x)|^\alpha - m. \]

Note that \( m \geq 1 \). It is clear that

\[ \int_a^b \varphi(x)g(x)dx = 0. \]
We have
\[
\frac{1}{A} \int_a^b \{ \ln^+ f(x) \} g(x) dx = \frac{1}{A} \int_a^b \{ \ln[f(x)]^\gamma \} g(x) dx \\
= \ln m + \frac{1}{A} \int_a^b \ln \left( 1 + \frac{\varphi(x)}{m} \right) g(x) dx \leq \ln m + \frac{1}{A} \int_a^b \frac{\varphi(x)}{m} g(x) dx = \ln^+ m.
\]
Thus
\[
\frac{1}{A} \int_a^b \{ \ln[f(x)]^\gamma \} g(x) dx \leq \ln^+ \left\{ \frac{1}{A} \int_a^b [f(x)]^\gamma g(x) dx \right\} \\
\leq \ln^+ \left\{ \frac{1}{A} \int_a^b [f(x) + 1] g(x) dx \right\} = \ln^+ \left\{ \frac{1}{A} \int_a^b f(x) g(x) dx + 1 \right\} \\
\leq \ln^+ \left\{ \frac{1}{A} \int_a^b f(x) g(x) dx \right\} + \ln 2.
\]
\[\square\]

**Proof.** (Theorem 1.1) Note that the condition \( f(0) = 1 \) implies (see (6.8) from Chapter 1) that \( T(\frac{1}{f}, \frac{1}{T}) = T(r, f) \), therefore we have
\[
m \left( \frac{r}{f} \right) + m(r, f) \leq 2T(r, f), \quad N(r; 0, \infty) \leq 2T(r, f).
\]
Using the formula (2.5) from Chapter 1 for the disc \( \{|z| < s\}, \ s > 0 \), and letting \( p = 1 \) in this formula, we get
\[
\frac{f'(z)}{f(z)} = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(se^{i\theta})| \frac{2se^{i\theta}}{(se^{i\theta} - z)^2} d\theta \\
+ \sum_{|a_m| < s} \frac{s^2 - |a_m|^2}{(s^2 - a_m) - (z - a_m)} - \sum_{|b_n| < s} \frac{s^2 - |b_n|^2}{(s^2 - b_n) - (z - b_n)}, \ |z| < s.
\]
Denote by \( \{c_q\} \) the set-theoretical sum of the sequences \( \{a_m\} \) and \( \{b_n\} \). Observe that
\[
\frac{1}{2\pi} \int_0^{2\pi} \ln |f(se^{i\theta})| d\theta = m \left( s, \frac{1}{f} \right) + m(s, f) \leq 2T(s, f),
\]
and for \( |c_q| < s \)
\[
\frac{s^2 - |c_q|^2}{(s^2 - c_q^2)(z - c_q)} \leq \frac{s^2 - |c_q|^2}{(s^2 - |c_q|s)(z - c_q)} = \frac{s + |c_q|}{s} \cdot \frac{1}{|z - c_q|} \leq \frac{2}{|z - c_q|},
\]
we have
\[
\left| \frac{f'(z)}{f(z)} \right| \leq \frac{4sT(s, f)}{(s - |z|)^2} + 2 \sum_{|c_q| < s} \frac{1}{|z - c_q|}, \ |z| < s. \tag{1.3'}
\]
Using the well-known inequality
\[
\left( \sum d_k \right)^\alpha \leq \sum d_k^\alpha, \ d_k \geq 0, \ 0 < \alpha < 1,
\]
we get
\[
\int_0^{2\pi} \left| f'(re^{i\varphi}) \right|^\alpha f'(re^{i\varphi}) d\varphi \leq \int_0^{2\pi} \left\{ \frac{4sT(s,f)}{(s-r)^2} + 2 \sum_{|c_q|<s} \frac{1}{|re^{i\varphi} - c_q|} \right\} d\varphi
\]
\[
\leq \int_0^{2\pi} \left\{ \frac{4^\alpha s^\alpha T^\alpha(s,f)}{(s-r)^{2\alpha}} + 2^\alpha \sum_{|c_q|<s} \frac{1}{|re^{i\varphi} - c_q|^{\alpha}} \right\} d\varphi
\]
\[
= 2\pi 4^\alpha s^\alpha T^\alpha(s,f) + 2^\alpha \sum_{|c_q|<s} \int_0^{2\pi} \frac{d\varphi}{|re^{i\varphi} - c_q|^{\alpha}}.
\]
Since
\[
\int_0^{2\pi} \frac{d\varphi}{|re^{i\varphi} - c_q|^\alpha} = \int_0^{2\pi} \frac{d\varphi}{|re^{i\varphi} - |c_q||^\alpha} \leq \int_0^{2\pi} \frac{d\varphi}{|r\sin^\alpha\varphi|^\alpha} = \frac{4}{r^\alpha} \int_0^{\pi/2} \frac{d\varphi}{\sin^\alpha\varphi} \leq \frac{4}{r^\alpha} \left( \frac{\pi}{2} \right)^\alpha \int_0^{\pi/2} \frac{d\varphi}{\varphi^\alpha} = \frac{2\pi}{r^\alpha(1-\alpha)},
\]
we get the inequality
\[
\int_0^{2\pi} \left| f'(re^{i\varphi}) \right|^\alpha f'(re^{i\varphi}) d\varphi \leq 2\pi 4^\alpha s^\alpha T^\alpha(s,f) + 2\pi 2^\alpha \sum_{|c_q|<s} \frac{1}{|re^{i\varphi} - c_q|^{\alpha}}.
\]
Now let \( s = \frac{1}{2}(R+r) \). Observe that then
\[
r < s < R, \ s - r = R - s = \frac{1}{2}(R-r),
\]
and since the function \( T(s,f) \) is non-decreasing, we get
\[
T(s,f) \leq T(R,f).
\]
By Lemma 7.1 from Chapter 1 we get
\[
n(s;0,\infty) \leq \frac{R}{R-r} N(R;0,\infty) = \frac{2R}{R-r} N(R;0,\infty) \leq \frac{4R}{R-r} T(R,f).
\]
Thus we get \((R > r \geq 1)\)
\[
\frac{1}{2\pi} \int_0^{2\pi} \left| f'(re^{i\varphi}) \right|^\alpha f'(re^{i\varphi}) d\varphi \leq \frac{2^\alpha R^\alpha T^\alpha(R,f)}{(R-r)^{2\alpha}} + \frac{2^{2+2\alpha} R T(R,f)}{(1-\alpha)(R-r)^{r^\alpha}}
\]
\[
\leq \frac{16}{1-\alpha} T^\wedge(R,f) \left\{ \frac{1}{R^\alpha} \left( 1 - \frac{r}{R} \right)^{-2\alpha} + \frac{1}{r^\alpha} \left( 1 - \frac{r}{R} \right)^{-1} \right\}
\]
\[
\leq \frac{32}{1-\alpha} T^\wedge(R,f) r^{-\alpha} \left( 1 - \frac{r}{R} \right)^{-(2\alpha)^\wedge}.
\]
By Lemma 1.1 we have
\[
m \left( r, \frac{f'}{f} \right) = \frac{1}{\alpha} \frac{1}{2\pi} \int_0^{2\pi} \ln^+ \left| \frac{f'(re^{i\varphi})}{f(re^{i\varphi})} \right|^\alpha d\varphi \leq \frac{1}{\alpha} \left\{ \ln^+ \left[ \frac{1}{2\pi} \int_0^{2\pi} \left| \frac{f'(re^{i\varphi})}{f(re^{i\varphi})} \right|^\alpha d\varphi \right] + \ln 2 \right\},
\]
therefore
\[
m \left( r, \frac{f'}{f} \right) \leq \frac{1}{\alpha} \ln^+ \left\{ \frac{32}{1-\alpha} T^\wedge(R,f) r^{-\alpha} \left( 1 - \frac{r}{R} \right)^{-(2\alpha)^\wedge} \right\} + \frac{1}{\alpha} \ln 2.
\]
Using the inequality (4.3) from Chapter 1, we easily get the conclusion of the theorem.

Later we shall need an estimate for \( m \left( r, \frac{r'}{n} \right) \) in terms \( T(r, f) \) rather than in terms of \( T(R, f) \), \( R > r \). It is clear that we cannot get such an estimate taking the limit as \( R \to r \) in (1.1). We shall use for this matter the following theorem of Borel–Nevanlinna.

**Theorem 1.2** (Borel–Nevanlinna). Let \( u(r) \) be a continuous, non-decreasing function on \([r_0, \infty)\), tending to \(+\infty\) as \( r \to \infty \). Let \( \varphi(u) \) be a continuous positive non-increasing function on \([u_0, \infty)\), \( u_0 = u(r_0) \), having zero limit as \( u \to \infty \) and satisfying

\[
(1.6) \quad \int_{u_0}^{\infty} \varphi(u) \, du < \infty.
\]

Then for all \( r \geq r_0 \) except, possibly, a set of finite measure the inequality

\[
(1.7) \quad u\{r + \varphi(u(r))\} < u(r) + 1
\]

is satisfied.

**Proof.** Denote by \( E \) the closed subset of \([r_0, \infty)\) on which the inequality (1.7) is not satisfied, that is, the inequality

\[
(1.8) \quad u\{r + \varphi(u(r))\} \geq u(r) + 1
\]

holds. Denote \( E \cap [r, \infty) \) by \( E(r) \). We assume that for all \( r \geq r_0 \) the sets \( E(r) \) are non-empty, otherwise the theorem is trivial. Let \( r_1 = \min r, \, r \in E; \, r_1 \geq r_0 \). Let \( r_1' \) be the least value of \( r \) satisfying \( u(r) = u(r_1) + 1 \); it is clear that \( r_1' > r_1 \). On the other hand \( u\{r_1 + \varphi(u(r_1))\} \geq u(r_1) + 1 = u(r_1') \). Since the function \( u(r) \) is non-decreasing, we have \( r_1 + \varphi(u(r_1)) \geq r_1', \, r_1' - r_1 \leq \varphi(u(r_1)) \). Suppose that we have already found the values \( r_1, \ldots, r_n, r_1', \ldots, r_n' \). Set \( r_{n+1} = \min r, \, r \in E(r_n') \), and let \( r_{n+1}' \) be the least number \( r \) satisfying \( u(r) = u(r_{n+1}) + 1 \) and \( r_{n+1}' > r_{n+1} \). We have \( u\{r_{n+1} + \varphi(u(r_{n+1}))\} \geq u(r_{n+1}) + 1 = u(r_{n+1}') \) and \( r_{n+1}' - r_{n+1} \leq \varphi(u(r_{n+1})) \). Since \( u(r_{n+1}) \geq u(r'_n) = u(r_n) + 1 \), we get \( u(r_{n+1}) - u(r_n) \geq 1 \) and \( u(r_{n+1}) \geq u(r_1) + n \geq u_0 + n \). Therefore \( u(r_n) \to \infty \) and \( r_n \to \infty \) as \( n \to \infty \). The definition of the sequence \( r_n \) implies that (1.7) holds on \((r_n', r_n)\), \( n = 1, 2, \ldots, r_0' = r_0 \).

Hence the set \( E \) is covered by the sets \([r_n, r_n']\), \( n = 1, 2, \ldots \). On the other hand

\[
\sum_{n=1}^{\infty} (r_n' - r_n) \leq \sum_{n=1}^{\infty} \varphi(u(r_n)) \leq \sum_{n=1}^{\infty} \varphi(u_0 + n - 1)
\]

\[
\leq \varphi(u_0) + \int_{u_0}^{\infty} \varphi(u) \, du < \infty.
\]

Observe that we also have proved that the set \( E \) can be covered by pairwise disjoint segments with finite total lengths and end points going to infinity.

R. Nevanlinna showed that the condition (1.6) cannot be weakened. In fact, let \( u_0 \) be a real number, \( \varphi(u) \) be a function satisfying the conditions of Theorem 1.2, but

\[
(1.9) \quad \int_{u_0}^{\infty} \varphi(u) \, du = \infty.
\]
Set
\[ r(u) = \int_{u_0}^{u} \varphi(t)dt, \quad u \geq u_0. \]

Then the function \( u(r) \) inverse to \( r(u) \) satisfies all conditions of Theorem 1.2. The condition (1.9) implies that \( u(r) \) is defined everywhere on \([0, \infty)\). Let us show that (1.8) is satisfied everywhere on \([0, \infty)\). Indeed, by the mean value theorem we get
\[ u\{r + \varphi(u(r))\} - u(r) = u'_r\{r + \theta\varphi(u(r))\}\varphi(u(r)), \]
where \(0 < \theta = \theta(r) < 1\). On the other hand
\[ u'_r\{r + \theta\varphi(u(r))\} = \frac{1}{r'_u\{u(r + \theta\varphi(u(r)))\}} \]
\[ = \frac{1}{\varphi\{u(r + \theta\varphi(u(r)))\}} \geq \frac{1}{\varphi(u(r))}, \]
hence (1.8) is satisfied.

**Exercise 1.** Let \( u(r) \) be a function satisfying the conditions of Theorem 1.2, \( \varepsilon > 0 \). Then for all \( r \geq r_0 \) except, possibly, a set of finite measure, the inequality
\[ u\left( r + \frac{1}{\ln u(r)} \right) < \{u(r)\}^{1+\varepsilon} \]
holds.

**Hint.** Use the argument of Theorem 1.2 with \( u_1(r) = \sqrt{\ln u(r)} \) instead of \( u(r) \) and with \( \varphi(u) = u^{-2} \).

**Exercise 2.** A set \( E \subset [1, \infty) \) is called a set of finite logarithmic measure if the integral \( \int_E r^{-1}dr \) converges. For all \( r \geq r_0 \) except, possibly, a set of finite logarithmic measure, the inequality
\[ u\left( r + \frac{r}{\ln u(r)} \right) < \{u(r)\}^{1+\varepsilon} \]
holds.

**Hint.** Use the result of Exercise 1 for \( u(e^r) \), and observe that
\[ \exp\left( r + \frac{1}{\ln u(e^r)} \right) \geq e^r \left( 1 + \frac{1}{\ln u(e^r)} \right). \]

Let \( f(z) \) be a meromorphic function. Denote by \( Q(r, f) \) an arbitrary function defined on \([0 \leq r < \infty)\) and such that:
1) If the function \( f(z) \) has finite order, then \( Q(r, f) = O(\ln r) \) as \( r \to \infty \).
2) If the function \( f(z) \) has infinite order, then \( Q(r, f) = O(\ln T(r, f) + \ln r) \) as \( r \) goes to \( \infty \), excluding, possibly, some set of segments in \([0, \infty)\) with finite total length.

It is clear that \( Q(r, f) \pm Q(r, f) = Q(r, f), \ A Q(r, f) = Q(r, f) \); if \( T(r, f_1) = o(T(r, f)) \), then
\[ Q(r, f_1) = Q(r, f), \ Q(r, f_1 + f) = Q(r, f). \]
Theorem 1.3 (Lemma on the logarithmic derivative). Each meromorphic function \( f(z) \) satisfies

\[
m \left( r, \frac{f'}{f} \right) = Q(r, f). \tag{1.10}
\]

Proof. Observe that it is enough to prove the theorem for functions \( f(z) \) satisfying \( f(0) = 1 \). In fact, in the general case \( f(z) = Az^p \varphi(z) \), where \( A \) is a constant, \( p \) is an integer, and \( \varphi(0) = 1 \). If we assume that for \( \varphi(z) \) the theorem has already been proved, we get

\[
m \left( r, \frac{f'}{f} \right) = m \left( r, \frac{P}{z} + \frac{\varphi'}{\varphi} \right) = m \left( r, \frac{\varphi'}{\varphi} \right) + O(1) = Q(r, \varphi) + O(1) = Q(r, f).
\]

So let \( f(0) = 1 \). Assume that \( T(r, f) > 1 \) for \( r \geq r_0 > 1 \). Letting \( R > r \), \( \alpha = 1/2 \) in the inequality (1.1), we get for \( r \geq r_0 \)

\[
m \left( r, \frac{f'}{f} \right) \leq 2 \ln T(R, f) + 2 \ln + \frac{1}{R - r} + 2 \ln R + 2 \ln 128.
\]

If the function \( f(z) \) has finite order, then \( \ln T(r, f) = O(\ln r) \) and letting \( R = 2r \) in (1.11), we get

\[
m \left( r, \frac{f'}{f} \right) = O(\ln 2r) = O(\ln r).
\]

Now suppose that \( f(z) \) has infinite order. Let \( R \) in (1.11) be equal to \( R = r + \{T(r, f)\}^{-2} \leq 2r \). By Theorem 1.2 everywhere except, possibly, a set of finite measure the inequality

\[
T(R, f) = T(r + \{T(r, f)\}^{-2}, f) < T(r, f) + 1
\]

holds. Here we use (1.7) with \( u(r) = T(r, f) \) and \( \varphi(u) = u^{-2} \). Now it follows from (1.11) that outside the exceptional set of values of \( r \) the inequality

\[
m \left( r, \frac{f'}{f} \right) \leq 6 \ln T(r, f) + 2 \ln r + O(1)
\]

holds, that is (1.10) is satisfied. \( \square \)

The question arises, whether Theorem 1.3 is valid in the general case for functions of infinite order, if in the definition of \( Q(r, f) \) we drop the mention of the exceptional set, that is, whether the following estimate holds:

\[
m \left( r, \frac{f'}{f} \right) = O(\ln T(r, f) + \ln r), \ r \to \infty.
\]

Observe that the estimate

\[
m \left( r, \frac{f'}{f} \right) = O(\ln T(kr, f) + \ln r), \ r \to \infty
\]

holds for each \( k > 1 \); to get this estimate it is enough to let \( R = kr \) in (1.11).

Following Hayman [Hay65] we show, however, that the estimate (1.12) is not true in general. If the estimate (1.12) were valid, then for each transcendental entire
function $f(z)$ we would have

$$T(r, f') = m(r, f') \leq m(r, f) + m\left(r, \frac{f'}{f}\right)$$

$$= T(r, f) + O(\ln T(r, f) + \ln r) = (1 + o(1))T(r, f).$$

It turns out that not only this estimate is not always true (as R. Nevanlinna supposed), but for each positive arbitrarily rapidly increasing function $\Psi(T)$, $\Psi(T) \to \infty$ as $T \to \infty$, there exists an entire function $f(z)$, such that

$$(1.14) \quad \lim \sup_{r \to \infty} \frac{T(r, f')}{\Psi(T(r, f))} = \infty.$$

Let $r_n = 2^{n-1}$, $n = 1, 2, \ldots$, and let $\lambda_1, \lambda_2, \ldots$ be a strictly monotone indefinitely increasing sequence of positive integers satisfying $\lambda_n > n$, $n = o(\ln \lambda_n)$, $n\lambda_n 2^{\lambda_n} = o(\lambda_{n+1})$, $\Psi(n\lambda_{n-1}) = o(\ln \lambda_n)$ as $n \to \infty$. Set

$$f(z) = \sum_{n=1}^{\infty} \left(\frac{z}{r_n}\right)^{\lambda_n}.$$

Then

$$f'(z) = \sum_{n=1}^{\infty} \frac{\lambda_n}{r_n} \left(\frac{z}{r_n}\right)^{\lambda_n-1}.$$

For $|z| = r_\nu$, $\nu \geq 2$ we have

$$|f(z)| \leq \sum_{n=1}^{\infty} \left(\frac{r_\nu}{r_n}\right)^{\lambda_n} \leq \sum_{n=1}^{\nu-1} r_\nu^{\lambda_n} + 1 + \sum_{n=\nu+1}^{\infty} 2^{-\lambda_n} \leq (\nu - 1) r_\nu^{\lambda_{\nu-1}} + 2,$$

$$(1.15) \quad T(r_\nu, f) \leq \lambda_{\nu-1} \ln r_\nu + \ln(\nu - 1) + O(1) \sim \nu \lambda_{\nu-1} \ln 2.$$

For $x \geq (\ln 2)^{-1}$, the function $x 2^{-x}$ is decreasing, therefore $\lambda_n 2^{-\lambda_n} < n 2^{-n}$ for $n \geq 2$. If $|z| = r_\nu$, $\nu \geq 2$, then

$$|f'(z)| \geq \frac{\lambda_\nu}{r_\nu} - \sum_{n=1}^{\nu-1} \frac{\lambda_n}{r_n} \left(\frac{r_\nu}{r_n}\right)^{\lambda_n-1} - \sum_{n=\nu+1}^{\infty} \frac{\lambda_n}{r_n} \left(\frac{r_\nu}{r_n}\right)^{\lambda_n-1}$$

$$\geq \frac{\lambda_\nu}{r_\nu} - (\nu - 1) \lambda_{\nu-1} r_\nu^{\lambda_{\nu-1}-1} - \frac{1}{r_\nu} \sum_{n=\nu+1}^{\infty} \lambda_n \left(\frac{r_\nu}{r_n}\right)^{\lambda_n}$$

$$\geq \frac{1}{r_\nu} \left\{ \lambda_\nu - (\nu - 1) \lambda_{\nu-1} r_\nu^{\lambda_{\nu-1}-1} - \sum_{n=\nu+1}^{\infty} \lambda_n 2^{-\lambda_n} \right\}$$

$$\geq \frac{1}{r_\nu} \left\{ \lambda_\nu - (\nu - 1) \lambda_{\nu-1} 2^{\nu-1} \lambda_{\nu-1} - 2 \right\} = (1 + o(1)) \frac{\lambda_\nu}{r_\nu}.$$

Hence

$$(1.16) \quad T(r_\nu, f') = m(r_\nu, f') \geq \ln \lambda_\nu - \ln r_\nu + o(1) = (1 + o(1)) \ln \lambda_\nu.$$

Using (1.15) and (1.16) we get for $\nu \geq \nu_0$

$$\frac{T(r_\nu, f')}{\Psi(\lambda_{\nu-1})} \geq \frac{(1 + o(1)) \ln \lambda_\nu}{\Psi(\nu \lambda_{\nu-1})} \to \infty \text{ as } \nu \to \infty,$$

that is, (1.14) holds.
If \( T = o(\Psi(T)) \) as \( T \to \infty \), then

\[
\frac{m(r, f'/f)}{\Psi(T(r, f))} \geq \frac{T(r, f')}{\Psi(T(r, f))} - \frac{T(r, f)}{\Psi(T(r, f))} \to \infty \text{ as } \nu \to \infty.
\]

Thus, not only the estimate \( m(r, f'/f) = o(T(r, f)) \) is not always true for functions of infinite order (this is weaker than (1.12)), but no estimate of the form \( m(r, f'/f) = O(\Psi(T(r, f))) \) is true unless we exclude some values of \( r \).

For functions of finite order the estimate \( m(r, f'/f) = O(\ln r) \) can be made more precise. We show that if \( f(z) \) has order \( \rho \), then

\[
(1.17) \quad \limsup_{r \to \infty} (\ln r)^{-1} m\left(r, \frac{f'}{f}\right) \leq (\rho - 1)^+.
\]

From the argument in the beginning of the proof of Theorem 1.3 we see that without loss of generality we may assume that \( f(0) = 1 \).

Let \( R = 2r \) in (1.5). We have

\[
m\left(r, \frac{f'}{f}\right) \leq \frac{1}{\alpha} \ln^{+}\left\{ \frac{32}{1 - \alpha} T^\lambda(2r, f)^{\rho - \alpha} 2^2 \right\} + \frac{1}{\alpha} \ln 2.
\]

Since for each \( \varepsilon > 0 \) the relation \( T(2r, f) = O(r^{\rho+\varepsilon}) \) holds, we get

\[
m\left(r, \frac{f'}{f}\right) \leq \frac{1}{\alpha} \ln^{+}\{O(r^{\rho^{\varepsilon}})\} + O(1) \leq \frac{1}{\alpha} (\rho + \varepsilon - \alpha)^+ \ln r + O(1),
\]

therefore

\[
\limsup_{r \to \infty} (\ln r)^{-1} m\left(r, \frac{f'}{f}\right) \leq \frac{1}{\alpha} (\rho + \varepsilon - \alpha)^+.
\]

Letting \( \varepsilon \to 0 \) and \( \alpha \to 1 \) in this inequality, we get (1.17).

Observe that the function \( f(z) = e^{z^\alpha} \) (\( p \) is a positive integer) satisfies \( \rho = p \), \( m(r, f'/f) = (\rho - 1) \ln r + \ln \rho, r \geq 1 \), and hence the sides of (1.17) are equal.

**Exercise 1.** Prove that for functions of order \( \rho < 1 \) the relation

\[
m\left(r, \frac{f'}{f}\right) = o(1), \quad r \to \infty,
\]

holds.

(We have \( m\left(r, \frac{f'}{f}\right) \leq \frac{1}{\alpha} \frac{1}{2\pi} \int_0^{2\pi} \left| \frac{f'(re^{i\varphi})}{f(re^{i\varphi})} \right|^\alpha d\varphi; \) we use the estimate (1.4) with \( R = 2r \) for the integral; we choose the number \( \alpha \) in such a way that \( \rho < \alpha < 1 \).)

**Exercise 2.** Prove that for functions of finite lower order \( \lambda \) the inequality

\[
\liminf_{r \to \infty} (\ln r)^{-1} m\left(r, \frac{f'}{f}\right) \leq (\lambda - 1)^+
\]

holds.

(\( \text{Let } r = r_n, \ R = 2r_n \text{ in (1.5), where the sequence } \{r_n\} \text{ is such that } T(2r_n, f) = O(r_n^{\lambda+\varepsilon}). \))

**Exercise 3.** Prove

\[
\int_1^s m\left(r, \frac{f'}{f}\right) dr = O\left\{ \int_{s/2}^s [\ln T(r, f) + \ln r] dr \right\}, \quad s \to \infty.
\]

(\( \text{Let } R = (s + r)/2 \text{ in (1.11), then integrate with respect to } r \text{ from 1 to } \)).
Exercise 4. Prove that everywhere outside a set of finite logarithmic measure the relation
\[ m \left( r, \frac{f'}{f} \right) = O(\ln T(r, f)) \]
holds.

(Use the inequality (1.5) and the Exercise 2 after Theorem 1.2.)

Exercise 5. Show that for non-integer \( \rho \) and for \( f(z) = \prod_{k=1}^{\infty} E \left( \frac{z}{k-\rho}, |\rho| \right) \) the two sides of (1.17) are equal.

First we need to prove that for every \( \delta > 0 \) uniformly in \( \varphi \) satisfying \( \delta \leq \varphi \leq 2\pi - \delta \) the relation
\[ f'(re^{i\varphi}) \frac{f}{f(re^{i\varphi})} = \frac{\pi \rho}{\sin \pi \rho} e^{-i\pi \rho} e^{i(\rho - 1)\varphi} + o(r^{\rho - 1}) \]
holds. This can be done using the asymptotic formula (5.2) from Chapter 2. In fact, letting \( z = re^{i\varphi}, z^\rho = r^\rho e^{i\rho \varphi} \), and using the mentioned formula we get that the function
\[ g(z) = \ln f(z) - \frac{\pi}{\sin \pi \rho} e^{-i\pi \rho} z^\rho, \]
analytic for \( 0 < \varphi < 2\pi \), admits an estimate
\[ g(z) = o(r^\rho), \]
for \( \frac{\delta}{2} \leq \varphi \leq \pi - \frac{\delta}{2} \), uniform with respect to \( \varphi \).

Assuming that \( z \) is in the angle \( \{ \delta \leq \varphi \leq 2\pi - \delta \} \), and observing that then the circle \( \{ |z - \zeta| = |z| \sin \frac{\delta}{2} \} \) is contained in \( \{ \frac{\delta}{2} \leq \varphi \leq 2\pi - \frac{\delta}{2} \} \), by the Cauchy formula
\[ g'(z) = \frac{1}{2\pi i} \int_{|z - \zeta| = |z| \sin \frac{\delta}{2}} \frac{g(\zeta)}{(\zeta - z)^2} d\zeta \]
we get
\[ g'(z) = o(r^{\rho - 1}) \]
uniformly for \( \delta \leq \varphi \leq 2\pi - \delta \).

2. The Nevanlinna second fundamental theorem

We shall need some auxiliary functions. Let \( f(z) \) be a meromorphic function. Denote by \( n_1(r, a, f) = n_1(r, a) \) the number of \( a \)-points of the function \( f(z) \) in the disc \( \{ |z| \leq r \} \), an \( a \)-point of order \( m \) is counted \( m - 1 \) times. If the orders of \( a \)-points are disregarded, and each \( a \)-point is counted once, we get the function \( \bar{n}(r, a) \). It is clear that \( n(r, a) = n_1(r, a) + \bar{n}(r, a) \). Using the functions \( n_1(r, a) \) and \( \bar{n}(r, a) \) we define functions \( N_1(r, a) \) and \( \bar{N}(r, a) \), in the same way as we defined \( N(r, a) \) using \( n(r, a) \).

For example,
\[ N_1(r, a) = \int_0^r \frac{n_1(t, a) - n_1(0, a)}{t} dt + n_1(0, a) \ln r. \]
It is clear that the function \( n_1(r, a) \) does not count simple \( a \)-points at all. Since for \( a \neq \infty \) to each \( a \)-point of order \( m \) of \( f(z) \) there corresponds a zero of order \( m - 1 \) of \( f'(z) \), we have
\[ \sum_{a \neq \infty} n_1(r, a, f) = n(r, 0, f'), \]
where the sum in the left-hand side has at most a finite number of non-zero terms.

To each pole of order \( m \) of the function \( f(z) \) there corresponds a pole of order \( m + 1 \) of the function \( f'(z) \). Therefore \( n(r, \infty, f') = n(r, \infty, f) + \tilde{n}(r, \infty, f) \) and \( n_1(r, \infty, f) = 2n(r, \infty, f) - n(r, \infty, f') \). We set \( n_1(r, f) = n_1(r, \infty, f) \), \( N_1(r, f) = N_1(r, \infty, f) \), etc. From the equalities above we get
\[
n_1(r) = \sum_a n_1(r, a, f) = n\left(r, \frac{1}{f'}\right) + 2n(r, f) - n(r, f'),
\]
and hence
\[
N_1(r) = \sum_a N_1(r, a, f) = N\left(r, \frac{1}{f'}\right) + 2N(r, f) - N(r, f').
\]

One drawback of the introduced notation \( n_1(r) \) and \( N_1(r) \) is that it does not reflect the function \( f(z) \) which is used in the definition, but it will not cause any inconvenience.

We observe one more equality which will be needed on many occasions:
\[
N\left(r, \frac{f'}{f}\right) = \tilde{N}(r, f) + \tilde{N}\left(r, \frac{1}{f}\right).
\]

This equality immediately follows from the easily verifiable fact that \( f'/f \) has simple poles at zeros and poles of \( f(z) \), and does not have any other poles.

Now we are ready to state the second fundamental theorem, which is due to R. Nevanlinna.

**Theorem 2.1.** Let \( f(z) \) be a non-identically-constant meromorphic function, let \( a_1, \ldots, a_q \) be distinct complex numbers, one of which can be equal to \( \infty \). Then
\[
\sum_{\nu=1}^q m(r, a_\nu) \leq 2T(r, f) - N_1(r) + Q(r, f).
\]

**Proof.** It is clear that it suffices to consider the case when all numbers \( a_\nu, \nu = 1, \ldots, q \), are finite, and to prove the inequality
\[
m(r, \infty) + \sum_{\nu=1}^q m(r, a_\nu) + N_1(r) \leq 2T(r, f) + Q(r, f).
\]

Consider the rational function
\[
h(w) = \sum_{\nu=1}^q \frac{1}{w - a_\nu},
\]
it has degree \( q \). Let \( H(z) = h(f(z)) \). By Theorem 6.1 from Chapter 1 we get
\[
T(r, H) = qT(r, f) + O(1).
\]

It is easy to see that
\[
N(r, H) = \sum_{\nu=1}^q N(r, a_\nu, f).
\]
Taking into account the first fundamental theorem, we get
\[
m(r, H) = T(r, H) - N(r, H)
\]
\[
= qT(r, f) - \sum_{\nu=1}^q N(r, a_\nu, f) + O(1) = \sum_{\nu=1}^q m(r, a_\nu, f) + O(1).
\]
Observe that by the lemma on the logarithmic derivative we have
\[ m(r, H) \leq m \left( r, \frac{1}{f'} \right) + m(r, f'H) \]
(2.4)
\[ \leq m \left( r, \frac{1}{f'} \right) + \sum_{\nu=1}^{q} m \left( r, \frac{f'}{f - a_{\nu}} \right) + \ln q = m \left( r, \frac{1}{f'} \right) + Q(r, f). \]

From (2.3) and (2.4) we get
\[ \sum_{\nu=1}^{q} m(r, a_{\nu}) \leq m \left( r, \frac{1}{f'} \right) + Q(r, f). \]
(2.5)
Thus
\[ m(r, \infty) + \sum_{\nu=1}^{q} m(r, a_{\nu}) + N_1(r) \]
\[ \leq m(r, f) + m \left( r, \frac{1}{f'} \right) + N \left( r, \frac{1}{f'} \right) + 2N(r, f) - N(r, f') + Q(r, f) \]
\[ = T(r, f) + T \left( r, \frac{1}{f'} \right) + N(r, f) - N(r, f') + Q(r, f) \]
\[ = T(r, f) + \{ T(r, f') - N(r, f') \} + N(r, f) + Q(r, f) \]
\[ = T(r, f) + N(r, f) + m(r, f') + Q(r, f). \]

Since
\[ m(r, f') \leq m(r, f) + m \left( r, \frac{f'}{f} \right) = m(r, f) + Q(r, f), \]
the inequality (2.6) implies (2.2). □

**Remark 1.** It is easy to check that the quantity \(2T(r, f) - N_1(r)\) from the right-hand side of (2.1) can be replaced by
\[-\frac{1}{2\pi} \int_{0}^{2\pi} \ln \frac{f'(e^{i\varphi})}{1 + |f(e^{i\varphi})|^2} d\varphi,
\]
where \(\circ f(z)\) is the spherical derivative of \(f(z)\) (see section 4 of chapter 1).

In fact,
\[-\frac{1}{2\pi} \int_{0}^{2\pi} \ln \frac{|f'(e^{i\varphi})|}{1 + |f(e^{i\varphi})|^2} d\varphi + N_1(r) \]
\[ = -\frac{1}{2\pi} \int_{0}^{2\pi} \ln |f'(e^{i\varphi})| d\varphi + \frac{1}{2\pi} \int_{0}^{2\pi} \ln \sqrt{1 + |f(e^{i\varphi})|^2} d\varphi + N_1(r) \]
\[ = -m(r, f') + m \left( r, \frac{1}{f'} \right) + 2 \circ m \left( r, f \right) + N \left( r, \frac{1}{f'} \right) + 2N(r, f) \]
\[ - N(r, f') = 2T(r, f) + O(1) - T(r, f') + T \left( r, \frac{1}{f'} \right) = 2T(r, f) + O(1). \]

**Remark 2.** The result of the Exercise 1 on p. ?? implies that for functions of order less than 1, we may assume \(Q(r, f) = O(1)\) in (2.1).
Remark 3. The inequality (2.5) implies the following lemma which will play an important role in Chapter 6.

**Lemma 2.1.** Let \( a_1, \ldots, a_p \) be distinct complex numbers, different from 0 and \( \infty \). The inequality
\[
\sum_{\nu=1}^{p} \text{m}(r, a_{\nu}) \leq \text{m}(r, \frac{f}{f'}) + Q(r, f)
\]
holds. In particular, for each \( a \neq 0, \infty \) the inequality
\[
\text{m}(r, a) \leq \text{m}(r, \frac{f}{f'}) + Q(r, f)
\]
holds.

In fact, writing (2.5) for the numbers \( 0, a_1, \ldots, a_p (q = p + 1) \), and observing that
\[
\text{m} \left( r, \frac{1}{f'} \right) \leq \text{m} \left( r, \frac{f}{f'} \right) + \text{m} \left( r, \frac{1}{f'} \right) + \text{m}(r, 0),
\]
we get the desired inequality.

Let us write down some inequalities, immediately following from (2.1). Letting
\[
\text{m}(r, a_{\nu}) = T(r, f) - N(r, a_{\nu}) + O(1) \text{ in (2.1)},
\]
we get
\[
(q - 2)T(r, f) \leq \sum_{\nu=1}^{q} N(r, a_{\nu}) - N_1(r) + Q(r, f).
\]
Replacing \( N_1(r) \) by the quantity \( \sum_{\nu=1}^{q} N_1(r, a_{\nu}) \leq N_1(r) \), we get from (2.1) and (2.8), respectively, the following inequalities:
\[
\sum_{\nu=1}^{q} \{ \text{m}(r, a_{\nu}) + N_1(r, a_{\nu}) \} \leq 2T(r, f) + Q(r, f)
\]
\[
(q - 2)T(r, f) \leq \sum_{\nu=1}^{q} \tilde{N}(r, a_{\nu}) + Q(r, f).
\]

Theorem 2.1 immediately implies the following theorem, which goes back to Borel.

**Theorem 2.2.** A transcendent meromorphic function \( f(z) \) cannot have more than two Borel exceptional values.

**Proof.** Assume that \( f(z) \) has three Borel exceptional values \( a_1, a_2, a_3 \). From (2.10) with \( q = 3 \) we get
\[
T(r, f) \leq \sum_{\nu=1}^{3} N(r, a_{\nu}) + Q(r, f).
\]
If the function \( f(z) \) has infinite order, then \( N(r, a_{\nu}), \nu = 1, 2, 3 \), have finite order; hence, there is a constant \( K < \infty \), such that for \( r \geq r_0 \) the inequality
\[
\sum_{\nu=1}^{3} N(r, a_{\nu}) \leq r^K
\]
holds. Then outside some set \( E \) of finite measure \( L \) the inequalities
\[
T(r, f) \leq r^K + O(\ln T(r, f) + \ln r) \leq r^K + \frac{1}{2}T(r, f)
\]
and

\[ T(r, f) \leq 2r^K \]

hold. If \( r \in E \), then there exists \( r', r \leq r' \leq r + L + 1 \), such that \( r' \notin E \). Then

\[ T(r, f) \leq T(r', f) \leq 2r'^K \leq 2(r + L + 1)^K \leq 3r^K, \]

if \( r \) is sufficiently large. Hence \( T(r, f) \) has finite order, and we get a contradiction.

If \( f(z) \) is of finite order, then \( Q(r, f) = o(T(r, f)) \), and (2.11) can be rewritten as

\[ (1 + o(1))T(r, f) \leq \sum_{\nu=1}^3 N(r, a_{\nu}). \tag{2.12} \]

This implies immediately that the growth category of at least one of the functions \( N(r, a_{\nu}), \nu = 1, 2, 3, \) is not lower than the growth category of \( T(r, f) \). If \( f(z) \) has positive order, we already have a contradiction. If \( f(z) \) has zero order, we need to consider also the case when \( n(r, a_{\nu}) = O(1) \), that is, \( N(r, a_{\nu}) = O(\ln r), \nu = 1, 2, 3. \) From (2.12) we get \( T(r, f) = O(\ln r) \), that is, \( f(z) \) is a rational function. \( \square \)

**Corollary.** (Picard) A transcendental meromorphic function \( f(z) \) cannot have more than two Picard exceptional values.

**Exercise.** Prove the corollary using (2.11) directly, without using Theorem 2.2.

**Theorem 2.3.** If \( f(z) \) is a meromorphic function, then \((l = 1, 2, 3, \ldots)\)

\[ T(r, f^{(l)}) \leq (l + 1)T(r, f) + Q(r, f), \tag{2.13} \]

\[ Q(r, f^{(l)}) = Q(r, f). \tag{2.14} \]

**Proof.** Combining the inequality (2.7) with \( N(r, f') = N(r, f) + \tilde{N}(r, f) \leq 2N(r, f) \), we get \( T(r, f') \leq 2T(r, f) + Q(r, f) \). From here it is easy to derive that \( Q(r, f') = Q(r, f) \), and prove (2.14) for an arbitrary \( l \geq 1 \) using induction. Then by the lemma on the logarithmic derivative,

\[ m(r, f^{(l)}) \leq m \left( r, \frac{f^{(l)}}{f^{(l-1)}} \right) + \cdots + m \left( r, \frac{f'}{f} \right) + m(r, f) \]

\[ = Q(r, f^{(l-1)}) + \cdots + Q(r, f) + m(r, f) = m(r, f) + Q(r, f). \tag{2.15} \]

On the other hand,

\[ N(r, f^{(l)}) = N(r, f) + l\tilde{N}(r, f) \leq (l + 1)N(r, f). \tag{2.16} \]

The inequality (2.13) follows from (2.15) and (2.16). \( \square \)

**Corollary.** If \( f(z) \) is a meromorphic function, then

\[ m \left( r, \frac{f^{(l)}}{f} \right) = Q(r, f). \]

The second fundamental theorem can be generalized in many directions, if we consider inequalities involving not only the characteristics of the meromorphic function itself, but also characteristics of its derivatives. We consider here only the simplest generalizations of the inequality (2.11), which we will need later.
Theorem 2.4 (Milloux). Let \( f(z) \) be a meromorphic function such that \( f^{(k)}(z) \) is not identically constant for \( k \geq 1 \). Let \( a \) and \( b \) be (finite) complex numbers, \( b \neq 0 \). Then the inequality

\[
T(r, f) \leq \bar{N}(r, f) + N \left( r, \frac{1}{f-a} \right)
\]

(2.17)

\[+ \bar{N} \left( r, \frac{1}{f^{(k)}-b} \right) - N \left( r, \frac{f^{(k)}-b}{f^{(k+1)}} \right) + Q(r, f) \]

holds.

Proof. It is clear that it is enough to prove (2.17) for \( a = 0, b = 1 \), that is, to prove

\[
T(r, f) \leq \bar{N}(r, f) + N \left( r, \frac{1}{f} \right)
\]

(2.17)

\[+ \bar{N} \left( r, \frac{1}{f^{(k)}-1} \right) - N \left( r, \frac{f^{(k)}-1}{f^{(k+1)}} \right) + Q(r, f), \]

since (2.17) is obtained from (2.17) by passing to the function \( F(z) = (f(z) - a)/b \).

By the first fundamental theorem we have

\[
T(r, f) = m \left( r, \frac{1}{f} \right) + N \left( r, \frac{1}{f} \right) + O(1).
\]

On the other hand, by the corollary to Theorem 2.3 we have

\[
m \left( r, \frac{1}{f} \right) = m \left( r, \frac{f^{(k)}}{f} - \frac{f^{(k)} - 1}{f^{(k+1)}} \right) \leq m \left( r, \frac{f^{(k)}}{f} \right)
\]

\[+ m \left( r, \frac{f^{(k)} - 1}{f^{(k+1)}} \right) + m \left( r, \frac{f^{(k+1)}}{f} \right) + \ln 2 = m \left( r, \frac{f^{(k)} - 1}{f^{(k+1)}} \right) + Q(r, f). \]

By the first fundamental theorem

\[
m \left( r, \frac{f^{(k)} - 1}{f^{(k+1)}} \right) = m \left( r, \frac{f^{(k+1)}}{f^{(k)} - 1} \right) + N \left( r, \frac{f^{(k+1)}}{f^{(k)} - 1} \right) - N \left( r, \frac{f^{(k)} - 1}{f^{(k+1)}} \right) + O(1).
\]

Since

\[
\frac{f^{(k+1)}}{f^{(k)} - 1} = \frac{(f^{(k)} - 1)'}{f^{(k)} - 1},
\]

we have

\[
m \left( r, \frac{f^{(k+1)}}{f^{(k)} - 1} \right) = Q(r, f^{(k)} - 1) = Q(r, f)
\]

and

\[
N \left( r, \frac{f^{(k+1)}}{f^{(k)} - 1} \right) = \bar{N} \left( r, \frac{1}{f^{(k)} - 1} \right) + \bar{N}(r, f^{(k)} - 1)
\]

\[= \bar{N} \left( r, \frac{1}{f^{(k)} - 1} \right) + \bar{N}(r, f).
\]

Combining these estimates we get (2.17'). □

It is not difficult to prove an inequality similar to (2.17) in which the characteristics \( T(r, f) \) would be estimated from above through three functions \( N \), but without taking into account the number of poles.
THEOREM 2.5 (Hiong King-Lai). Let \( f(z) \) be a meromorphic function such that \( f^{(k)}(z) \) is not identically constant for some \( k \geq 1 \). Let \( a, b, c \) be (finite) complex numbers, \( b \neq 0, c \neq 0 \). Then the inequality
\[
T(r, f) \leq N \left( r, \frac{1}{f - a} \right) + N \left( r, \frac{1}{f^{(k)} - b} \right) + N \left( r, \frac{1}{f^{(k)} - c} \right) + Q(r, f)
\]
holds.

PROOF. By the first fundamental theorem
\[
T(r, f) = m(r, f - a) + N(r, f - a) + O(1)
\]
and
\[
m(r, f - a) \leq m(r, f^{(k)}) + m \left( r, \frac{f - a}{f^{(k)}} \right)
\]

\[
= m(r, f^{(k)}) + m \left( r, \frac{f^{(k)}}{f - a} \right) + N \left( r, \frac{f^{(k)}}{f - a} \right) - N \left( r, \frac{f^{(k)}}{f^{(k)} + c} \right) + O(1).
\]

Later we shall use the equality
\[
N \left( r, \frac{f^{(k)}}{f - a} \right) = N \left( r, \frac{f^{(k)}}{f^{(k)}} \right) - N \left( r, \frac{1}{f^{(k)}} \right)
\]
using \( (2.19) \) and \( (2.20) \) we get
\[
T(r, f) \leq T(r, f^{(k)}) - N \left( r, \frac{1}{f^{(k)}} \right) + N \left( r, \frac{1}{f^{(k)} + c} \right) + Q(r, f).
\]

Using for \( f^{(k)}(z) \) the inequality \( (2.8) \) with \( q = 3, a_1 = 0, a_2 = b, a_3 = c \), we get
\[
T(r, f^{(k)}) \leq N \left( r, \frac{1}{f^{(k)}} \right) + N \left( r, \frac{1}{f^{(k)} - b} \right) + N \left( r, \frac{1}{f^{(k)} - c} \right)
\]

\[
- N_1(r, f^{(k)}) - N \left( r, \frac{1}{f^{(k+1)}} \right) + Q(r, f^{(k)}).
\]

By \( (2.14), (2.21), (2.22) \) and the obvious equality \( N_1(r, f^{(k)}) = N(r, f) + (k - 1)\bar{N}(r, f) \), we get the inequality
\[
T(r, f) \leq N \left( r, \frac{1}{f - a} \right) + N \left( r, \frac{1}{f^{(k)} - b} \right) + N \left( r, \frac{1}{f^{(k)} - c} \right)
\]

\[
- \left\{ N(r, f) + (k - 1)\bar{N}(r, f) + N \left( r, \frac{1}{f^{(k+1)}} \right) \right\} + Q(r, f).
\]

Leaving out the expression in braces, we get \( (2.18) \). \( \square \)

We show that in \( (2.18) \) we can delete \( N(r, 1/(f^{(k)} - c)) \) if we multiply the summands \( N(r, 1/(f - a)) \) and \( N(r, 1/(f^{(k)} - b)) \) by 3 and 4, respectively. More precisely, we prove the following theorem.
THEOREM 2.6 (Hayman). Under the conditions of Theorem 2.4 the inequality

\[ T(r, f) \leq \left( 2 + \frac{1}{k} \right) N \left( r, \frac{1}{f - a} \right) + \left( 2 + \frac{2}{k} \right) \tilde{N} \left( r, \frac{1}{f(z) - b} \right) + Q(r, f) \]

holds.

PROOF. As in the proof of Theorem 2.4, it suffices to consider the case \( a = 0, b = 1 \). We introduce the following notation:

\[ \varphi(z) = f^{(k)}(z) - 1, \quad g(z) = \left( \frac{\varphi'}{\varphi} \right)^{k+1} \frac{1}{\varphi}. \]

If the function \( \varphi(z) \) has a zero of order \( \mu \) at \( z_0 \), then \( g(z) \) has a pole of order \( \mu + k + 1 \) at \( z_0 \). If the function \( f(z) \) has a pole of order \( m \geq 1 \) at \( z_0 \), then \( \varphi(z) \) has a pole of order \( m + k \) at \( z_0 \), \( (\varphi' / \varphi)^{k+1} \) has a pole of order \( k + 1 \), and \( g(z) \) has a zero of order \( m - 1 \), if \( m \geq 2 \), and \( g(z_0) \neq 0, \infty \), if \( m = 1 \). The function \( g(z) \) has zeros also at zeros of \( \varphi' / \varphi \), and \( g(z) \neq 0, \infty \) at all points except those listed above. Let \( N_s(r, f) \) take into account simple poles of the function \( f(z) \) in the disc \( \{|z| \leq r\} \) only. The argument above implies

\[ \tilde{N}(r, g) = \tilde{N}(r, \varphi) + \tilde{N}(r, \varphi'), \]

Hence

\[ N \left( r, \frac{g'}{g} \right) = \tilde{N}(r, g) + N \left( r, \frac{1}{g} \right) = \tilde{N} \left( r, \varphi \right) - N_s(r, f) \]

(2.24)

Suppose that \( f(z) \) has pole of the first order at \( z_0 \). Then in the neighborhood of \( z_0 \) the function \( \varphi(z) \) and its derivatives can be represented as

\[ \varphi(z) = \frac{A}{(z - z_0)^{k+1}} + h(z), \quad \varphi'(z) = -\frac{(k + 1)A}{(z - z_0)^{k+2}} + h'(z), \]

\[ \varphi''(z) = \frac{(k + 1)(k + 2)A}{(z - z_0)^{k+3}} + h''(z), \]

where \( A \neq 0 \), and \( h(z) \) is a function holomorphic in the neighborhood of the point \( z_0 \). We have

\[ \frac{g'(z)}{g(z)} = \frac{(k + 1)\varphi \varphi'' - (k + 2)\varphi'}{\varphi \varphi'} = \frac{(k + 1)\varphi''}{\varphi'} - \frac{(k + 2)\varphi'}{\varphi}. \]

It is easy to see that

\[ (k + 1)\varphi \varphi'' - (k + 2)\varphi'^2 = \frac{(k + 1)^2(k + 2)Ah(z_0)}{(z - z_0)^{k+3}} + P(z), \]

where \( P(z) \) has a pole of order at most \( k + 2 \) at \( z_0 \), hence, \( g'/g \) has a zero of order at least \( k \) at \( z_0 \). Thus\(^1\)

(2.25) \[ kN_s(r, f) \leq N \left( r, \frac{g}{g'} \right). \]

\(^1\)If \( g' \equiv 0 \) then \( f \) is rational with \( f(\infty) = \text{infty} \) and (2.23) holds trivially in this case.
Using the first fundamental theorem, the lemma on the logarithmic derivative, and (2.14), we get from (2.24) and (2.25):

\[
kN_s(r, f) \leq N \left( r, \frac{g'}{g} \right) + m \left( r, \frac{g'}{g} \right) + O(1)
\]

(2.26)

\[
\leq N \left( r, \frac{g'}{g} \right) + Q(r, f) = \bar{N} \left( r, \frac{1}{\varphi} \right) + \bar{N}(r, f)
\]

\[
- N_s(r, f) + \bar{N} \left( r, \frac{\varphi}{\varphi'} \right) + Q(r, f).
\]

Since in \( N(r, f) \) multiple poles are counted at least twice, then, using (2.17'), we get

\[
N_s(r, f) + 2\{\bar{N}(r, f) - N_s(r, f)\} \leq N(r, f)
\]

\[
\leq T(r, f) \leq \bar{N}(r, f) + N \left( r, \frac{1}{f} \right) + \bar{N} \left( r, \frac{1}{\varphi} \right) - N \left( r, \frac{\varphi}{\varphi'} \right) + Q(r, f)
\]

and

\[
\bar{N}(r, f) \leq N_s(r, f) + N \left( r, \frac{1}{f} \right) + \bar{N} \left( r, \frac{1}{\varphi} \right) - N \left( r, \frac{\varphi}{\varphi'} \right) + Q(r, f).
\]

Multiplying this inequality by \( k + 1 \) and adding it with the inequality (2.26) we get

\[
k\bar{N}(r, f) \leq (k + 1)N \left( r, \frac{1}{f} \right) + (k + 2)\bar{N} \left( r, \frac{1}{\varphi} \right)
\]

\[
- kN \left( r, \frac{\varphi}{\varphi'} \right) - N_1 \left( r, \frac{\varphi}{\varphi'} \right) + Q(r, f).
\]

Substituting this inequality into (2.17') and leaving out the negative summands, we get

\[
T(r, f) \leq \left( 2 + \frac{1}{k} \right) N \left( r, \frac{1}{f} \right) + \left( 2 + \frac{2}{k} \right) \bar{N} \left( r, \frac{1}{\varphi} \right) + Q(r, f),
\]

that is, the inequality (2.23) with \( a = 0, \ b = 1 \). \( \square \)

Using Theorems 2.4, 2.5, and 2.6 it is possible to prove analogues of Theorem 2.2 and the corollary of Theorem 2.2. For example, using Theorem 2.6 we get that if a meromorphic function \( f(z) \) has a Borel (Picard) exceptional value \( a \neq \infty \), then \( f^{(k)}(z) \), \( k \geq 1 \), cannot have a Borel (Picard) exceptional value \( b \neq 0, \infty \).

In fact, if \( f(z) \) has infinite order, then \( N(r, a, f) \) and \( N(r, b, f^{(k)}) \) have finite order, and there is a constant \( K > 0 \), such that

\[
N(r, a, f) + N(r, b, f^{(k)}) < r^K
\]

for \( r \geq r_0 \). Arguing in the same way as in the proof of Theorem 2.2, but using (2.23) instead of (2.11), we conclude that \( T(r, f) < 3r^K \) for sufficiently large \( r \). Hence \( f(z) \) has finite order. For transcendental functions of finite order (2.23) implies

\[
(1 + o(1))T(r, f) \leq \left( 2 + \frac{1}{k} \right) N(r, a, f) + \left( 2 + \frac{2}{k} \right) N(r, b, f^{(k)}).
\]

The category of \( N(r, a, f) \) is lower than the category of \( T(r, f) \), and the category of \( N(r, b, f^{(k)}) \) is lower than the category of \( T(r, f^{(k)}) \), by the definition of a Borel exceptional value. On the other hand, by Theorem 2.3 the category of \( T(r, f^{(k)}) \)
3. The Second Fundamental Theorem

The Second Fundamental Theorem does not exceed the category of $T(r, f)$. Therefore the right-hand side of (2.27) has lower category than the left-hand side, and we get a contradiction.

**Theorem 2.6** implies the following result.

**Theorem 2.7** (Hayman). If $g(z)$ is an entire function and $g(z)g''(z)$ does not have zeros, then $g(z) = e^{Az + B}$, where $A$ and $B$ are constants, $A \neq 0$.

**Proof.** Let $$f(z) = g(z)/g'(z).$$

It is clear that $N(r, 0, f) \equiv 0$ and that $1/f(z)$ is an entire function. Since $$f'(z) = 1 - \frac{g(z)g''(z)}{|g'(z)|^2},$$

we have also $N(r, 1, f') \equiv 0$. Applying (2.23) with $k = 1$, $a = 0$, $b = 1$, we get $$T(r, f) = Q(r, f),$$

therefore $$T(r, f) = O(\ln r),$$

and, hence, the function $f(z)$ is rational, and $1/f(z)$ is a polynomial. It follows that $g(z) = \exp P(z)$, where $P(z)$ is a polynomial. Since $g''(z) = (P'' + P)e^P$, then $g''(z)$ has no zeros if and only if $P'' + P = \text{const} \neq 0$, that is, if $P(z) = Az + B$, $A \neq 0$. □

**Remark.** The statement of Theorem 2.7 remains true, if we replace the condition $g(z)g''(z) \neq 0$ by the condition $g(z)g^{(n)}(z) \neq 0$ for some $n \geq 2$ (Tumura, Clunie). Proof of this result is rather deep, and we do not include it (it can be found in Hayman’s book [Hay64, §3.5]).

**Editor’s Remark.** Langley [A103] generalized Theorem 2.7 to meromorphic functions: the only meromorphic functions with the property $f(z)f''(z) \neq 0$ are the exponential function and $f(z) = c(z - a)^{-n}$. The same result with $ff^{(k)}$, $k \geq 3$ was earlier proved by Frank [A52].

3. Analogues of the second fundamental theorem for angular Nevanlinna characteristics and for Tsuji characteristics

First we prove the corresponding analogues of the lemma on the logarithmic derivative.

It is natural to expect that for the function $f(z)$ meromorphic in the angle $\alpha \leq \arg z \leq \beta$, $0 < \beta - \alpha \leq 2\pi$, the relation $$A_{\alpha\beta}(r, f'/f) + B_{\alpha\beta}(r, f'/f) = o(S_{\alpha\beta}(r, f))$$

holds as $r \to \infty$, outside an exceptional set. However, this statement conjectured by R. Nevanlinna [NevR25b] in 1925 has not been proved or disproved yet.\(^2\)

We shall estimate the sum $A_{\alpha\beta}(r, f'/f) + B_{\alpha\beta}(r, f'/f)$ for functions $f(z)$ meromorphic everywhere in the complex plane only, and we give it in terms of $T(r, f)$, and not $S_{\alpha\beta}(r, f)$.

\(^2\)A counterexample was constructed by Goldberg [A63].
Let $f(z)$ be a meromorphic function, $\{\alpha \leq \arg z \leq \beta\}$ be an angle, $k = \pi/((\beta - \alpha))$. Denote by $Q_{\alpha\beta}(r, f)$ an arbitrary function defined for $\{1 \leq r < \infty\}$ and such that

1) If the function $f(z)$ satisfies the condition

$$\int_1^\infty r^{-k-1} \ln^+ T(r, f)dr < \infty,$$

then $Q_{\alpha\beta}(r, f) = O(1)$,

2) If the condition (3.1) is not satisfied, then $Q_{\alpha\beta}(r, f) = O(\ln T(r, f) + \ln r)$ as $r \to \infty$, possibly omitting a set of finite measure.

**Theorem 3.1.** Each meromorphic function $f(z)$ satisfies

$$A_{\alpha\beta}(r, f') + B_{\alpha\beta}(r, f') = Q_{\alpha\beta}(r, f).$$

**Proof.** It is easy to see that

$$B_{\alpha\beta}(r, f') = \frac{2k}{\pi r^k} \int_\alpha^\beta \ln \left| \frac{f'(re^{i\varphi})}{f(re^{i\varphi})} \right| \sin(k(\varphi - \alpha))d\varphi \leq \frac{4k}{r^k} m\left(r, \frac{f'}{f}\right).$$

If the function $f(z)$ satisfies the condition (3.1), then $\ln^+ T(r, f) = o(r^k)$ because

$$\frac{\ln^+ T(r, f)}{r^{2k+1}} \leq \int_r^{2r} \frac{\ln^+ T(t, f)}{tk+1} dt = o(1).$$

Using the estimate (1.13) for $m(r, f'/f)$, we get

$$B_{\alpha\beta}(r, f') \leq \frac{4k}{r^k} \left|o(2r^k]| + O(\ln r)\right) = o(1) = Q_{\alpha\beta}(r, f).$$

If the condition (3.1) is not satisfied, then the estimate $B_{\alpha\beta}(r, f'/f) = Q_{\alpha\beta}(r, f)$ follows from (3.2) and the lemma on the logarithmic derivative.

Thus, everything is reduced to a proof of the relation

$$A_{\alpha\beta}(r, f') = Q_{\alpha\beta}(r, f).$$

**Lemma 3.1.** Let $f(z)$ be a meromorphic function satisfying $f(0) = 1$. Then the inequality

$$A_{\alpha\beta}(r, f') \leq K \left\{ \left( \frac{R}{r} \right)^k \int_1^R \frac{\ln^+ T(t, f)}{tk+1} dt + \ln^+ \frac{r}{R-r} + \ln \frac{R}{r} + 1 \right\}$$

holds, where $1 \leq r < R < \infty$, and $K$ is a constant which does not depend on $r$ and $R$.

**Proof.** Our argument is based on the inequality (1.3') (we use the same notation as in the proof of Theorem 1.1). Let $z = te^{i\varphi}$ and $s = \sqrt{\lambda}t$, where $\lambda = Rr^{-1}$ in the inequality (1.3'). We get

$$\left| \frac{f'(te^{i\varphi})}{f(te^{i\varphi})} \right| \leq U_1(t) + U_2(t),$$

where

$$U_1(t) = \frac{4\sqrt{\lambda}}{t(\sqrt{\lambda} - 1)^2} T(\sqrt{\lambda}t, f) \leq \frac{16\lambda^{3/2}}{(\lambda - 1)^2} T(\lambda t, f), \ t \geq 1,$$
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\[ U_2(t) = \frac{\sqrt{\lambda}}{\sqrt{\lambda - 1}} \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|t - |c_q||} \leq \frac{2\lambda}{\lambda - 1} \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|t - |c_q||} \]

Therefore

\[ A_{\alpha\beta} \left( r, \frac{f'}{f} \right) = \frac{k}{\pi} \int_{r_1}^{r} \left( \frac{1}{t^{k - \frac{r}{2k}}} \right) \left[ \ln^+ \left| \frac{f'(te^{i\alpha})}{f(te^{i\alpha})} \right| + \ln^+ \left| \frac{f'(te^{i\beta})}{f(te^{i\beta})} \right| \right] \frac{dt}{t} \]

\[ \leq \frac{k}{\pi} \int_{r_1}^{r} \left( \frac{1}{t^{k - \frac{r}{2k}}} \right) 2 \ln^+ [U_1(t) + U_2(t)] \frac{dt}{t} \]

\[ \leq \frac{2k}{\pi} \int_{r_1}^{r} \left( \frac{1}{t^{k - \frac{r}{2k}}} \right) \left[ \ln^+ U_1(t) + \ln^+ U_2(t) + \ln 2 \right] \frac{dt}{t} \]

\[ \leq \frac{2k}{\pi} \left\{ \int_{r_1}^{r} t^{-k - 1} \ln^+ U_1(t) dt + \int_{r_1}^{r} \left( \frac{1}{t^{k - \frac{r}{2k}}} \right) \ln^+ U_2(t) \frac{dt}{t} + \ln 2 \right\} \]

\[ = \frac{2k}{\pi} \left\{ I_1 + I_2 + \ln \frac{2}{k} \right\} . \]

Now we estimate the integrals \( I_1 \) and \( I_2 \). By \( K \) we denote positive constants which do not depend on \( t, r, \lambda \), and hence, on \( R = \lambda r \).

We have

\[ I_1 \leq \int_{r_1}^{r} \ln^+ \left\{ \frac{16\lambda^{3/2}}{(\lambda - 1)^2} T(\lambda t, f) \right\} \frac{dt}{t^{k+1}} \]

\[ \leq \int_{r_1}^{r} \left\{ \ln 16 + \frac{3}{2} \ln \lambda + 2 \ln^+ \frac{1}{\lambda - 1} + \ln^+ T(\lambda t, f) \right\} \frac{dt}{t^{k+1}} \]

\[ \leq \int_{r_1}^{r} \frac{\ln^+ T(\lambda t, f)}{t^{k+1}} dt + K \left( \ln^+ \frac{1}{\lambda - 1} + \ln \lambda + 1 \right) . \]

In a similar way we get

\[ I_2 \leq \int_{r_1}^{r} \ln^+ \left\{ \frac{2\lambda}{\lambda - 1} \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|t - |c_q||} \right\} \left( \frac{1}{t^{k - \frac{r}{2k}}} \right) \frac{dt}{t} \]

\[ \leq \int_{r_1}^{r} \ln^+ \left\{ \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|t - |c_q||} \right\} \left( \frac{1}{t^{k - \frac{r}{2k}}} \right) \frac{dt}{t} \]

\[ + K \left( \ln^+ \frac{1}{\lambda - 1} + \ln \lambda + 1 \right) = \tilde{I}_2 + K \left( \ln^+ \frac{1}{\lambda - 1} + \ln \lambda + 1 \right) . \]
Consider the integral \( \tilde{I}_2 \). Integrating by parts we get

\[
\tilde{I}_2 = \int_1^r \left\{ \int_1^t \ln \left[ \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|\tau - |c_q||} \right] d\tau \right\} \left\{ \frac{k + 1}{t^{k+2}} + \frac{k - 1}{t^{2k-2}} \right\} dt
\]

\[
\leq 2(k + 1) \int_1^r \left\{ \int_1^t \ln \left[ \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|\tau - |c_q||} \right] d\tau \right\} \frac{dt}{t^{k+2}}
\]

\[
= 4(k + 1) \int_1^r \left\{ \int_1^t \ln \left[ \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|\tau - |c_q||} \right]^{1/2} d\tau \right\} \frac{dt}{t^{k+2}}
\]

\[
\leq 4(k + 1) \int_1^r \left\{ \frac{1}{t - 1} \int_1^t \ln \left[ \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|\tau - |c_q||^{1/2}} \right] d\tau \right\} \frac{dt}{t^{k+1}}
\]

To estimate the expression in braces, we use the inequality (1.2'). We get\(^3\)

\[
\frac{1}{t - 1} \int_1^t \ln \left[ \sum_{|c_q| < \sqrt{\lambda t}} \frac{1}{|\tau - |c_q||^{1/2}} \right] d\tau
\]

\[
\leq \ln \left\{ \frac{1}{t - 1} \int_0^t \sum_{|c_q| < \sqrt{\lambda t}} \frac{d\tau}{|\tau - |c_q||^{1/2}} \right\} + \ln 2
\]

\[
\leq \ln \left\{ \frac{1}{t - 1} \sum_{|c_q| < \sqrt{\lambda t}} \int_0^t \frac{d\tau}{|\tau - |c_q||^{1/2}} \right\} + \ln 2
\]

\[
\leq \ln \left\{ \frac{1}{t - 1} n(\sqrt{\lambda t}; 0, \infty) \int_0^t \frac{d\tau}{|\tau|^{1/2}} \right\} + \ln 2
\]

\[
= \ln \left\{ \frac{1}{t - 1} 4\sqrt{n(\sqrt{\lambda t}; 0, \infty)} \right\} + \ln 2.
\]

Since by Lemma 7.1 from Chapter 1,

\[
n(\sqrt{\lambda t}; 0, \infty) \leq \frac{\lambda t}{\lambda t - \sqrt{\lambda t}} N(\lambda t; 0, \infty) \leq \\
\frac{\sqrt{\lambda}}{\sqrt{\lambda - 1}} 2T(\lambda t, f) \leq \frac{4\lambda}{\lambda - 1} T(\lambda t, f),
\]

thus we get the following estimate for \( I_2 \)

\[
I_2 \leq K \left\{ \int_1^r t^{-k-1} \ln^+ T(\lambda t, f) dt + \ln^+ \frac{1}{\lambda - 1} + \ln \lambda + 1 \right\}.
\]

\(^3\text{Below we use Lemma 7.2 from Chapter 1}\)
Therefore
\[
A_{\alpha\beta} \left( r, \frac{f'}{f} \right) \leq K \left\{ \int_{1}^{r} t^{-k-1} \ln^+ T(\lambda t, f) dt + \ln^+ \frac{1}{\lambda - 1} + \ln \lambda + 1 \right\}
\]
\[
\leq K \left\{ \lambda^k \int_{1}^{\lambda r} \ln^+ T(t, f) dt + \ln^+ \frac{1}{\lambda - 1} + \ln \lambda + 1 \right\}.
\]

Recalling that \( \lambda = Rr^{-1} \), we get the estimate (3.4). \( \square \)

Now we prove (3.3). As in the proof of Theorem 1.3 we observe that we may assume without loss of generality that \( f(0) = 1 \). If the function \( f(z) \) satisfies the condition (3.1), then, letting \( R = 2r \) in (3.4), we get \( A_{\alpha\beta}(r, f'/f) = O(1) \). Now suppose that the condition (3.1) is not satisfied. The inequality (3.4) implies that
\[
A_{\alpha\beta} \left( r, \frac{f'}{f} \right) \leq K \left\{ \lambda^k \int_{1}^{\lambda r} \ln^+ T(t, f) dt + \ln^+ \frac{R}{R - r} + \ln \frac{R}{r} + 1 \right\}.
\]

We set
\( R = r + \{T(r, f)\}^{-2} \)
and observe that then the condition (1.7') is satisfied everywhere except a set of finite measure. We get that, outside a set of finite measure, \( A_{\alpha\beta}(r, f'/f) = O(\ln T(r, f) + \ln r) \). This proves (3.3) and concludes the proof of the theorem. \( \square \)

It turns out to be possible to prove a complete analogue of the lemma on the logarithmic derivative for Tsuji characteristics.

Let \( f(z) \) be a function, meromorphic in the half-plane \( \{ \text{Im} \ z \geq 0 \} \). Denote by \( \Omega(r, f) \) an arbitrary function defined for \( 1 \leq r < \infty \) and such that

1) If \( \lderiv \Omega(r, f) \) is of finite order, then \( \Omega(r, f) = O(\ln \lderiv \Omega(r, f) + \ln r) \),

2) If \( \lderiv \Omega \) is of infinite order, then
\[
\Omega(r, f) = O(\ln \lderiv \Omega(r, f) + \ln r),
\]
as \( r \to \infty \), except, possibly, a set of finite measure.

**Theorem 3.2.** *For each function \( f(z) \) meromorphic in the half-plane \( \{ \text{Im} \ z \geq 0 \} \), the relation
\[
m \left( r, \frac{f'}{f} \right) = \Omega(r, f)
\]
holds.*

**Proof.** First we obtain the following estimate, similar to the estimate (1.1):
\[
m \left( r, \frac{f'}{f} \right) \leq K \left( \ln^+ \lderiv \Omega(R, f) + \ln^+ \frac{1}{R - r} + \ln R + 1 \right),
\]
where \( R \) and \( r \) are arbitrary numbers satisfying the condition \( 2 \leq r < R < \infty \), and \( K \) is a constant which does not depend on \( r \) and \( R \).
We write the formula (1.3) for the disc \( \{|z| \leq \frac{1}{2} s\} \) and the function \( f(z + \frac{1}{2} i s) \), and after that set \( z + \frac{1}{2} i s = \zeta \). We get

\[
\frac{f'(\zeta)}{f(\zeta)} = \frac{1}{2\pi} \int_{0}^{2\pi} \ln \left| f \left( \frac{s}{2} e^{i\theta} + \frac{is}{2} \right) \right| \frac{se^{i\theta}}{\left( \frac{s}{2} e^{i\theta} - \zeta + \frac{is}{2} \right)^2} d\theta
\]

\[
+ \sum_{|a_m - \frac{\pi}{4}| < \frac{\pi}{4}} \frac{s^2}{4} \left| a_m - \frac{is}{2} \right|^2 (\zeta - a_m)
\]

\[
(3.6)
\]

\[
- \sum_{|b_n - \frac{\pi}{4}| < \frac{\pi}{4}} \frac{s^2}{4} \left| b_n - \frac{is}{2} \right|^2 (\zeta - b_n), \quad |\zeta - \frac{is}{2}| < \frac{s}{2}.
\]

Thereafter we use the notation \( \zeta = r \sin \theta e^{i\theta}, \kappa(r) \leq \theta \leq \pi - \kappa(r), \kappa(r) = \arcsin \frac{1}{2}, s = \frac{1}{2}(R + r) \), and denote by \( K \) positive constants which do not depend on \( R \) and \( r \). Observe that

\[
|\zeta - \frac{is}{2}| \leq |r \sin \kappa(r)e^{i\kappa(r)} - \frac{is}{2}| = \sqrt{1 - \frac{s}{r} + \frac{s^2}{4}}
\]

implies

\[
\frac{s}{2} \leq \zeta - \frac{is}{2} \geq \frac{s}{2} - \sqrt{1 - \frac{s}{r} + \frac{s^2}{4}} \geq \frac{s - r}{st}.
\]

Formula (3.6) implies the inequality

\[
(3.7) \quad \left| \frac{f'(\zeta)}{f(\zeta)} \right| \leq \Phi_1(\zeta) + \Phi_2(\zeta),
\]

where

\[
(3.8) \quad \Phi_1(\zeta) = \frac{s^3 r^2}{(s - r)^2} \frac{1}{2\pi} \int_{0}^{2\pi} \ln \left| f \left( \frac{s}{2} e^{i\theta} + \frac{is}{2} \right) \right| d\theta,
\]

\[
\Phi_2(\zeta) = \frac{s^2 r}{s - r} \sum_{|\zeta - c_q| < \frac{\pi}{4}} \frac{1}{|\zeta - c_q|},
\]

and \( \{c_q\} = \{a_m\} \cup \{b_n\} \). By (3.7) we

\[
\min \left( r, \frac{r'}{f} \right) \leq \frac{1}{2\pi} \int_{\kappa(r)}^{\pi - \kappa(r)} \ln^+ [\Phi_1(\zeta) + \Phi_2(\zeta)] \frac{d\theta}{r \sin^2 \vartheta}
\]

\[
\leq \frac{1}{2\pi} \int_{\kappa(r)}^{\pi - \kappa(r)} \ln^+ \Phi_1(\zeta) \frac{d\theta}{r \sin \vartheta} + \frac{1}{2\pi} \int_{\kappa(r)}^{\pi - \kappa(r)} \ln^+ \Phi_2(\zeta) \frac{d\theta}{r \sin \vartheta}
\]

\[
+ \ln \frac{2}{\pi} \int_{\kappa(r)}^{\pi - \kappa(r)} \frac{d\theta}{r \sin \vartheta} = I_1 + I_2 + \ln \frac{2}{\pi} \frac{2}{\pi r} \cot \kappa(r).
\]

Let us estimate the integrals \( I_1 \) and \( I_2 \). To estimate \( I_1 \) observe, that taking \( \left[ -\frac{\pi}{2}, \frac{3\pi}{2} \right] \) as an interval of integration instead of \( [0, 2\pi] \), and making the change of
variable $\theta = 2\tau - \frac{\pi}{2}$, we get

$$\Phi_1(\zeta) = \frac{s^3 r^2}{(s - r)^2} \left( \frac{1}{\pi} \int_0^\pi \ln |f(s \sin \tau e^{i\tau})| d\tau \right)$$

$$= \frac{s^3 r^2}{(s - r)^2} \left( \frac{1}{\pi} \int_{\kappa(s)}^{\pi - \kappa(s)} s \sin^2 \tau \ln |f(s \sin \tau e^{i\tau})| d\tau \right)$$

$$+ \frac{1}{\pi} \left[ \int_0^{\kappa(s)} + \int_{\pi - \kappa(s)}^{\pi} \right] \ln |f(s \sin \tau e^{i\tau})| d\tau$$

$$\leq \frac{s^3 r^2}{(s - r)^2} \left( 2s(m(s, 0) + m(s, \infty)) + K \right).$$

Since by Theorem 5.3 from Chapter 1 the inequality $m(s, a) \leq \Phi(s, f) + O(1)$ holds, and, by Theorem 5.4 from Chapter 1, $\Phi(s, f) = \Phi(R, f) + O(1)$, we have

$$\Phi_1(\zeta) \leq K \frac{R^6}{(R - r)^2} \Phi(R, f) + 1.$$ 

Therefore

$$I_1 \leq K \left\{ \ln^+ \frac{\omega}{\Phi}(R, f) + \ln^+ \frac{1}{R - r} + \ln R + 1 \right\} \frac{2}{\pi r} \cot \kappa(r),$$

and since $\frac{2}{\pi r} \cot \kappa(r) \leq 1$, we get

$$I_1 \leq K \left\{ \ln^+ \frac{\omega}{\Phi}(R, f) + \ln^+ \frac{1}{R - r} + \ln R + 1 \right\}. \tag{3.9}$$

We turn to an estimate of $I_2$. We have

$$I_2 \leq \frac{1}{2\pi} \int_{\kappa(r)}^{\pi - \kappa(r)} \ln^+ \left( \sum_{|c_q - \frac{\omega}{\Phi}| < \frac{\omega}{\Phi}} \frac{1}{|\zeta - c_q|} \right) \frac{d\vartheta}{r \sin^2 \vartheta}$$

$$\leq K \left( \ln^+ \frac{1}{R - r} + \ln R \right) = \hat{I}_2 + K \left( \ln^+ \frac{1}{R - r} + \ln R \right). \tag{3.10}$$

Also we have

$$\hat{I}_2 = \frac{2}{\pi} \int_{\kappa(r)}^{\pi - \kappa(r)} \ln^+ \left( \sum_{|c_q - i\frac{\omega}{\Phi}| < \frac{\omega}{\Phi}} \frac{1}{|\zeta - c_q|^{1/4}} \right) \frac{d\vartheta}{r \sin^2 \vartheta}$$

$$\leq \frac{2}{\pi} \int_{\kappa(r)}^{\pi - \kappa(r)} \ln^+ \left( \sum_{|c_q - i\frac{\omega}{\Phi}| < \frac{\omega}{\Phi}} \frac{1}{|\zeta - c_q|^{1/4}} \right) \frac{d\vartheta}{r \sin^2 \vartheta}.$$
Applying Lemma 1.1 we get
\[
\tilde{I}_2 \leq \frac{2}{\pi} \cot \kappa(r) \times \left\{ \ln^+ \left[ \frac{r}{2 \cot \kappa(r)} \int_{\kappa(r)}^{\pi - \kappa(r)} \left( \sum_{|c_q - \frac{\pi}{2}| < \frac{\pi}{4}} \frac{1}{|\zeta - c_q|^{1/4}} \right) \frac{d\vartheta}{r \sin^2 \vartheta} \right] + \ln 2 \right\}.
\]

Denoting \( \beta_q = \text{arg} \, c_q \) we have
\[
\int_{\kappa(r)}^{\pi - \kappa(r)} \frac{d\vartheta}{|\zeta - c_q|^{1/4}} = \int_{\kappa(r)}^{\pi - \kappa(r)} \frac{d\vartheta}{|r \sin \vartheta - \phi|^{1/4} - |c_q|^{1/4}} \leq \int_0^\pi \frac{d\vartheta}{|r \sin \vartheta|^{1/4} \sin(\vartheta - \beta_q) |^{1/4}} \leq \left( \int_0^\pi \frac{d\vartheta}{(\sin \vartheta)^{1/2}} \right)^{1/2} = \int_0^\pi \frac{d\vartheta}{(\sin \vartheta)^{1/2}}.
\]

Therefore\(^4\)
\[
\tilde{I}_2 \leq K \{ \ln r + \ln^+ n(s; 0, \infty) + 1 \}.
\]

Since
\[
n(s; 0, \infty) \leq \frac{R^2}{R - s} \int_s^R \frac{n(t; 0, \infty)}{t^2} \, dt \leq \frac{R^2}{R - s} \mathcal{R}(R; 0, \infty) \leq \frac{R^2}{R - s} (2 \mathcal{T} (R, f) + O(1)) \leq \frac{KR^2}{R - r} (\mathcal{T} (R, f) + O(1)),
\]
we get
\[
(3.11) \quad \tilde{I}_2 \leq K \left\{ \ln^+ \frac{\mathcal{K}}{R} (R, f) + \ln^+ \frac{1}{R - r} + \ln R + 1 \right\}.
\]

Using (3.9), (3.10), and (3.11) we get (3.5). \( \square \)

To prove Theorem 3.2 it is enough to let \( R = r + \{ \mathcal{T} (r, f) \}^{-2} \) in (3.5).

We turn to analogues of the second fundamental theorem. We say that the characteristics \( C_{\alpha,\beta}(r, a) \) and \( \mathcal{M}(r, a) \) correspond to the characteristic \( N(r, a) \), the characteristics \( A_{\alpha,\beta}(r, a) + B_{\alpha,\beta}(r, a) \) and \( m(r, a) \) correspond to the characteristic \( m(r, a) \), and the characteristics \( S_{\alpha,\beta}(r, f) \) and \( \mathcal{F}(r, f) \) correspond to the characteristic \( T(r, f) \). The characteristics corresponding to \( N(r, a) \) are the characteristics

\(^4\)We set \( n(r; a, b) = n(r, a) + n(r, b); \mathcal{M}(r; a, b) = \mathcal{M}(r, a) + \mathcal{M}(r, b). \)
\( \mathcal{C}_{\alpha\beta}(r, a) \) and \( \mathfrak{N}(r, a) \) defined in the following way:

\[
\mathcal{C}_{\alpha\beta}(r, a) = 2 \sum_{1 < r_m < r \atop \alpha < \varphi_m < \beta} \left( \frac{1}{r_m} - \frac{r_m}{r^{2k}} \right) \sin k(\varphi_m - \alpha),
\]

\[
\mathfrak{N}(r, a) = \sum_{1 < r_m < r \sin \varphi_m} \left( \frac{\sin \varphi_m}{r_m} - \frac{1}{r} \right),
\]

where \( r_m e^{i\varphi_m} \) are the \( a \)-points of the function \( f(z) \) counted without multiplicity. We also define in a natural way the characteristics \( C_{1\alpha\beta}(r) \) and \( \mathfrak{N}_1(r) \) corresponding to the characteristic \( N_1(r) \), and the characteristics \( C_{1\beta}(r, a) \) and \( \mathfrak{N}_1(r, a) \) corresponding to the characteristic \( N_1(r, a) \).

Analyzing the proofs of Theorems 2.1, 2.4, 2.5, and 2.6, we see that they use only those properties of the Nevanlinna characteristic which were described in Theorems 4.1 and 6.1 from Chapter 1, relations (6.1), (6.2), (6.3), (6.4), (4.1) from Chapter 1, and in Theorem 1.3 from Chapter 3. On the other hand, similar theorems and relations are valid also for angular Nevanlinna characteristics (Theorems 5.1 and 6.3 from Chapter 1, relations (6.9), (6.10), (6.12), (6.13) from Chapter 1, Theorem 3.1 from Chapter 3), and for Tsuji characteristics (Theorem 5.3 and 6.3 from Chapter 1, relations (6.9), (6.10), (6.12), (6.13) from Chapter 1, Theorem 3.2 from Chapter 3).

Therefore we have the following theorem.

**Theorem 3.3.** Theorems 2.1, 2.3, 2.4, 2.5, 2.6 and Lemma 2.1 remain true, if the Nevanlinna characteristics are replaced by the corresponding angular Nevanlinna characteristics, and \( Q(r, f) \) is replaced by \( Q_{\alpha\beta}(r, f) \).

Theorems 2.1, 2.3, 2.4, 2.5, 2.6 and Lemma 2.1 remain true, if the Nevanlinna characteristics are replaced by the corresponding Tsuji characteristics, and \( Q(r, f) \) is replaced by \( \mathcal{Q}(r, f) \).
CHAPTER 4

Deficient values

1. Exceptional values

By the first fundamental theorem the relation $m(r,a) + N(r,a) = T(r,f) + O(1)$ holds for each $a$, so the dependence of the sum $m(r,a) + N(r,a)$ on $a$ is inessential. On the other hand, the contribution to this sum of each of the summands can depend heavily on $a$, although, as we shall see later, for “majority” of values of $a$ the summand $N(r,a)$ is dominant. We introduce the following notation:

$$
\delta(a,f) = \delta(a) = \liminf_{r \to \infty} \frac{m(r,a)}{T(r,f)} = 1 - \limsup_{r \to \infty} \frac{N(r,a)}{T(r,f)},
$$

$$
\Delta(a,f) = \Delta(a) = \limsup_{r \to \infty} \frac{m(r,a)}{T(r,f)} = 1 - \liminf_{r \to \infty} \frac{N(r,a)}{T(r,f)}.
$$

The quantity $\delta(a)$ is called the Nevanlinna deficiency (or simply deficiency) of the function $f(z)$ at the point $a$, the quantity $\Delta(a)$ is called the Valiron deficiency. It is clear that

$$
0 \leq \delta(a) \leq \Delta(a) \leq 1
$$

(1.1)

If $\Delta(a) > 0$, then $a$ is called a Valiron exceptional value, if $\delta(a) > 0$, then $a$ is called a Nevanlinna exceptional value, or deficient value. Denote by $E_P(f)$, $E_B(f)$, $E_N(f)$, and $E_V(f)$ the sets of Picard, Borel, Nevanlinna, and Valiron exceptional values, respectively.

Let $f(z)$ be a transcendental meromorphic function. We already observed in Section 1 of Chapter 2 that $E_P(f) \subset E_B(f)$. The inequality (1.1) immediately implies that $E_N(f) \subset E_V(f)$. Since for $a \in E_P(f)$ we have $N(r,a) = O(\ln r)$, it is easy to see that $a \in E_P(f)$ implies $\delta(a) = \Delta(a) = 1$.

Thus

$$
E_P(f) \subset E_N(f) \subset E_V(f).
$$

(1.2)

Let us show that $E_B(f) \subset E_V(f)$. In fact, if $a \notin E_V(f)$, then $\Delta(a) = 0$ and $N(r,a) \sim T(r,f)$. If $n(r,a) \to \infty$ as $r \to \infty$, then, by Theorem 1.1 from Chapter 2 the growth category of $n(r,a)$ coincides with the growth category of $N(r,a)$, and thus $a \notin E_B(f)$. On the other hand, if $n(r,a) = O(1)$, then $a \in E_P(f)$ and, hence, $a$ belongs both to $E_B(f)$ and $E_V(f)$. Thus we obtain also

$$
E_P(f) \subset E_B(f) \subset E_V(f).
$$

(1.3)

The question arises: is it possible to find an inclusion between the sets $E_B(f)$ and $E_N(f)$, and thus to write (1.2) and (1.3) as one inclusion? Examples given below (see Remark 3 at the end of Section 4) and Examples 3 and 4 in Section 2 of Chapter 5 show that there is no general set-theoretical dependence between the sets $E_B(f)$
and $E_N(f)$, namely, for some $a$ and $f$ we can have 1) $a \in E_B(f) \cap E_N(f)$; 2) $a \in E_B(f) \setminus E_N(f)$; 3) $a \in E_N(f) \setminus E_B(f)$.

The problem of the structure of the sets $E_P(f)$ and $E_B(f)$ is relatively simple. In Theorem 2.2 from Chapter 3 and its Corollary it was shown that for transcendental meromorphic functions $f(z)$ the sets $E_P(f)$ and $E_B(f)$ consist of at most two points. For meromorphic functions of non-integer order $\rho$ and for meromorphic functions of zero order this statement can be made more precise.

**Theorem 1.1.** Transcendent meromorphic function of non-integer or zero order cannot have more than one Borel and hence Picard exceptional value.

**Proof.** Assume the contrary, that is, the function $f(z)$ has two Borel exceptional values. Without loss of generality we may assume that 0 and $\infty$ are the Borel exceptional values, otherwise we can get into such a situation by using a linear-fractional transformation. First we consider the case $\rho = 0$. Then, if $n(r,0)$ and $n(r,\infty)$ have lower category than $T(r,f)$, we have $n(r,0) = O(1)$ and $n(r,\infty) = O(1)$. By the Hadamard Theorem (Theorem 4.1 from Chapter 2), the function $f(z)$ is rational, contrary to the assumption. Now we consider the case when $\rho$ (the order of $f(z)$) is non-integer. If both $N(r,0)$ and $N(r,\infty)$ have lower category than $T(r,f)$, then the same property is shared by $N(r;0,\infty)$. By Theorem 4.2 (Chapter 2) it follows that the orders and types of the functions $T(r,f)$ and $N(r;0,\infty)$ coincide.

Let us prove that if $N(r;0,\infty)$ has convergence class, then $T(r,f)$ also has convergence class. We assume, without loss of generality, that $f(0) \neq 0, \infty$. Let

$$
\int_0^{\infty} \frac{N(r;0,\infty)}{r^{p+1}} dr = M < \infty.
$$

Using the inequality (4.3) from Chapter 2, we get

$$
\int_1^{\infty} \frac{T(r,f)}{r^{p+1}} dr \leq O(1) \int_1^{\infty} \frac{r^{p-1}}{r^{p+1}} dr + C(p)(p+1) \int_1^{\infty} \frac{dr}{r^{p+1}} \int_0^{\infty} \frac{N(r\tau;0,\infty)}{\tau^{p+1}} \frac{d\tau}{1+\tau}.
$$

$$
= O(1) + C(p)(p+1) \int_0^{\infty} \frac{d\tau}{\tau^{p+1}(1+\tau)} \int_0^{\infty} \frac{N(r\tau;0,\infty)}{r^{p+1}} d\tau.
$$

$$
\leq O(1) + C(p)(p+1) \int_0^{\infty} \frac{1}{\tau^{p-1}} \int_0^{\infty} \frac{N(t;0,\infty)}{t^{p+1}} dt.
$$

$$
\leq O(1) + C(p)(p+1)M \pi \frac{1}{\sin \pi(\rho - p)} < \infty.
$$

Legitimacy of the change of order of integration follows from the standard tests. We get a contradiction with the assumption that the category of $N(r;0,\infty)$ is lower than the category of $T(r,f)$.

Now we give examples showing that the statements about $E_P(f)$ and $E_B(f)$ cannot be made more precise. Detailed analysis of these examples is left as an exercise for interested readers.

**A.** Order $\rho = 0$. Each transcendent meromorphic function of zero order with infinitely many zeros and poles and such that $n(r,\infty) = o(n(r,0))$, does not have Picard and Borel exceptional values. Each transcendent entire function of zero order has $\infty$ as its only Picard and Borel exceptional value.
B. Order $\rho = n = 1, 2, \ldots$. The function $\exp(z^n)$ has two Picard exceptional values: $0$ and $\infty$. For $f(z) = \sin z^n$ the sets $E_P(f) = E_B(f)$ consist of one point $\infty$. The function $(\sin z^n)/(\sinh z^n)$ does not have Borel exceptional values.

C. The order $\rho$ is non-integer. Let $f(z) = \infty \prod_{n=1}^{\infty} E\left(\frac{z}{n^{1/\rho}}, p\right)$, $p = [\rho]$.

$\infty$ is the only Borel and Picard exceptional value of $f(z)$. The function $f(z)/f(-z)$ does not have Borel (and Picard) exceptional values.

D. The order $\rho = \infty$. The function $\exp(e^z)$ has two Picard exceptional values: $0$ and $\infty$; the function $\sin e^z$ has $\infty$ as its only Borel and Picard exceptional value; the function $(\sin e^z)/\sinh e^z$ does not have Borel exceptional values.

In all of the examples Picard exceptional values were $0$ and $\infty$. Using linear-fractional transformations they can be replaced by arbitrary numbers $a$ and $b$.

The problem of the characterization of the structure of $E_V(f)$ and $E_N(f)$ is much more complicated. We shall study this problem in the forthcoming sections.

Note that by Theorems 6.6 and 6.7 from Chapter 1 the sets of exceptional values in all senses under consideration (Picard, Borel, Nevanlinna, and Valiron) of the functions $f(z)$, $f(z^n)$, and $f(Az)$, $n = 1, 2, \ldots, A \neq 0$, coincide, they also have the same Valiron and Nevanlinna deficiencies. This observation will be repeatedly used later on.

**Exercise 1.** Let $f(z)$ be a canonical product of genus $p \geq 0$ with positive zeros, such that $n(r, 0) \sim Ar^{\rho(r)}$, where $0 < A < \infty$, $\rho(r)$ is a proximate order, $\rho(r) \to \rho$. Using results of Section 5 from Chapter 2 show that

1. If $\rho = 0$, then $\Delta(a) = 0$ for all $a \neq \infty$;
2. If $\rho > 0$ and $\rho = p$ or $\rho = p + 1$, then $\delta(\infty) = \delta(0) = 1$ and $\Delta(a) = 0$ for all $a \neq 0, \infty$;
3. If $p < \rho < p + 1$, then $\Delta(a) = 0$ for all $a \neq 0, \infty$, and

$$(1.4) \quad \delta(0, f) = \Delta(0, f) = \omega(\rho) = \begin{cases} \frac{p}{p + |\sin \rho\pi|}, & p < \rho \leq p + \frac{1}{2}, \\ \frac{p + 1 - |\sin \rho\pi|}{p + 1}, & p + \frac{1}{2} \leq \rho < p + 1. \end{cases}$$

**Exercise 2.** Let $f(z)$ be a canonical product of genus $p \geq 0$ with positive zeros, such that $n(r, 0) \sim Ar^{l(r)}$, where $0 < A < \infty$, $l(r)$ is a function differentiable on $[r_0, \infty)$, $rl'(r) \ln r \to 0$ as $r \to \infty$,

$$\lim_{r\to\infty} l(r) = l_2 < p + 1,$$

$$\lim_{r\to\infty} \inf l(r) = l_1 > p.$$

Prove that $\Delta(a, f) = 0$ for all $a \neq 0, \infty$, and

$$\delta(0, f) = \min_{l_1 \leq t \leq l_2} \omega(t),$$

$$\Delta(0, f) = \max_{l_1 \leq t \leq l_2} \omega(t),$$

where $\omega(t)$ is defined by (1.4).
EXERCISE 3. Prove that for the Mittag-Leffler function $E_{\rho}(z)$, where $0 < \rho < \infty$, $\rho \neq 1$, the deficiency $\Delta(a) = 0$ for all $a \neq \infty$.

EXERCISE 4. Let $f(z)$ be a meromorphic function of normal type of order $\rho$, $0 < \rho < \infty$. Prove that if $\delta(a) = 1$, then $a$ is a Borel exceptional value.

2. The set of Valiron exceptional values

We start with the following Valiron theorem.

THEOREM 2.1. For each meromorphic non-identically-constant function $f(z)$ the two-dimensional Lebesgue measure of $E_{V}(f)$ is zero.

PROOF. This theorem explains why the values $a$ for which $\Delta(a) > 0$ are called exceptional. More precise estimates of “smallness” of the set $E_{V}(f)$ are known, they are due to Valiron and Ahlfors. We are not going to present them, because their statements and proofs require additional background in Potential Theory.

We shall use the notation from Section 4 of Chapter 1. The measure of a measurable set $D$ in an $a$-plane will be denoted by $|D|$, and the two-dimensional measure of the corresponding set $\tilde{D} = \rho(D) \subset S_0$ will be denoted by $|D|_s$.

We shall use the following equality:

\begin{equation}
\int \int_{|a| \leq \infty} \ln \frac{1}{|\omega, a|} d\omega(a) = \frac{\pi}{2},
\end{equation}

which was proved in Section 4 of Chapter 1 (see the equality (4.19)).

The equality (4.20) from Chapter 1 implies the equality

\begin{equation}
N(r, a) \leq \frac{T}{f(0), a}.
\end{equation}

Let $D$ be a measurable subset of an extended $a$-plane. Integrating the inequality (2.2) over $D$ and using (2.1), we get

\begin{equation}
\int \int_{D} N(r, a) d\omega(a) \leq \frac{T}{f(0), a} |D|_s + \int \int_{D} \ln \frac{1}{|f(0), a|} d\omega(a)
\end{equation}

\begin{equation}
\leq \frac{T}{f(0), a} |D|_s + \int \int_{|a| \leq \infty} \ln \frac{1}{|f(0), a|} d\omega(a) = \frac{T}{f(0), a} |D|_s + \frac{\pi}{2}.
\end{equation}

Let $0 < \eta < 1/2$. Denote by $B(r)$ the set of those values of $a$ for which the inequality

\begin{equation}
N(r, a) \leq \frac{T}{f(0), a} - T^{\frac{1}{2}+\eta} (r, f)
\end{equation}

holds.

Since $N(r, a)$ is measurable as a function of $a$, the set $B(r)$ is measurable. Let us show that the inequality

\begin{equation}
|B(r)|_s < \frac{\pi}{\frac{T}{f(0), a}}^{\frac{1}{2}+\eta}
\end{equation}

holds. Assume the contrary, that is, assume that

\begin{equation}
|B(r)|_s \geq \frac{\pi}{\frac{T}{f(0), a}}^{\frac{1}{2}+\eta}.
\end{equation}

\footnote{Nevanlinna proved that $E_{V}(f)$ always has zero logarithmic capacity.}
Denote by \( B_1(r) \) some subset of \( B(r) \) satisfying

\[
|B_1(r)|_3 = \frac{\pi}{\{T^* (r, f)\}^\frac{1}{4} + \eta},
\]

and let \( C(r) = \{ |a| \leq \infty \} \setminus B_1(r) \). Then, combining (4.18) from Chapter 1 with (2.3), (2.4), and (2.7), we get

\[
\frac{\partial}{\partial T} (r, f) = \frac{1}{\pi} \int \int_{B_1(r)} N(r, a) d\omega(a) + \frac{1}{\pi} \int \int_{C(r)} N(r, a) d\omega(a)
\]

\[
\leq \frac{1}{\pi} \left\{ \frac{\partial}{\partial T} (r, f) - \frac{\partial}{\partial T} (r, f) \right\} |B_1(r)|_3 + \frac{1}{\pi} \frac{\partial}{\partial T} (r, f) |C(r)|_3 + \frac{1}{2}
\]

\[
= \frac{\partial}{\partial T} (r, f) |S_0|_3 - \frac{\partial}{\partial T} (r, f) |B_1(r)|_3 + \frac{1}{2} = \frac{\partial}{\partial T} (r, f) - \frac{1}{2},
\]

a contradiction.

Note that for \( x > 1 \) the function \( x - x^{\frac{1}{4} + \eta} \) is strictly increasing. Choose \( r_1 \) in such a way that \( \frac{\partial}{\partial T} (r_1, f) > 1 \), and define a sequence \( \{ r_n \} \) using the following recurrence: \( r_n \) is the (uniquely determined) solution of the equation

\[
\frac{\partial}{\partial T} (r, f) - \frac{\partial}{\partial T} (r, f) = \frac{\partial}{\partial T} (r_{n-1}, f), \quad n = 2, 3, \ldots.
\]

Since

\[
\frac{\partial}{\partial T} (r_n, f) - \frac{\partial}{\partial T} (r_{n-1}, f) = \frac{\partial}{\partial T} (r_n, f) > 1,
\]

we have \( \frac{\partial}{\partial T} (r_n, f) \to \infty \) as \( n \to \infty \). It is clear that the sequence \( \{ r_n \} \) is increasing and \( \lim_{n \to \infty} r_n = \infty \). If \( a \notin B(r_n) \), then the inequality

\[
N(r, a) \geq \frac{\partial}{\partial T} (r, f) - 2 \frac{\partial}{\partial T} (r, f)
\]

holds for \( r_n \leq r \leq r_{n+1} \). In fact,

\[
N(r, a) \geq N(r_n, a) \geq \frac{\partial}{\partial T} (r_n, f) - \frac{\partial}{\partial T} (r_n, f)
\]

\[
\geq \frac{\partial}{\partial T} (r_n, f) - \frac{\partial}{\partial T} (r_n, f) + \left\{ \frac{\partial}{\partial T} (r, f) - \frac{\partial}{\partial T} (r, f) \right\}
\]

\[
- \left\{ \frac{\partial}{\partial T} (r_{n+1}, f) - \frac{\partial}{\partial T} (r_{n+1}, f) \right\}
\]

\[
= \frac{\partial}{\partial T} (r, f) - \frac{\partial}{\partial T} (r, f) - \frac{\partial}{\partial T} (r_{n+1}, f) + \frac{\partial}{\partial T} (r, f) - \frac{\partial}{\partial T} (r, f) \geq \frac{\partial}{\partial T} (r, f) - 2 \frac{\partial}{\partial T} (r, f).
\]

Hence, if \( a \notin \bigcup_{k=n}^{\infty} B(r_k) \), then the inequality (2.9) holds for all \( r \geq r_n \), thus \( \Delta(a) = 0 \). Therefore

\[
E_V(f) \subset \bigcup_{k=n}^{\infty} B(r_k)
\]
for each \( n \). On the other hand, by (2.5) and (2.8), we get

\[
\left| \bigcup_{k=n}^{\infty} B(r_k) \right|_s \leq \sum_{k=n}^{\infty} |B(r_k)|_s \leq \pi \sum_{k=n}^{\infty} \frac{\theta^{-\eta}}{r_k} (r_k, f)
\]

\[
= \pi \sum_{k=n}^{\infty} \frac{T(\theta^{-\eta} \overline{T(r_k, f)})}{\{\overline{T(r_k, f)}\}^{1+2\eta}} = \pi \sum_{k=n}^{\infty} \frac{d \overline{T(r, f)}}{\{\overline{T(r, f)}\}^{1+2\eta}}
\]

\[
\leq \pi \int_{r_{n-1}}^{\infty} \frac{d \overline{T(r, f)}}{\{\overline{T(r, f)}\}^{1+2\eta}} = \pi \int_{r_{n-1}}^{\infty} \frac{d \overline{T(r, f)}}{\{\overline{T(r, f)}\}^{1+2\eta}} = \pi \frac{1}{2^\eta \{\overline{T(r_{n-1}, f)}\}^{2\eta}}.
\]

Hence

\[
\lim_{n \to \infty} \left| \bigcup_{k=n}^{\infty} B(r_k) \right|_s = 0
\]

and

\[
|E_V(f)|_s = 0.
\]

Denote by \( E_V^n(f) \) the intersection \( E_V(f) \cap \{ |a| < n \} \), \( n = 1, 2, \ldots \). Since

\[
0 = |E_V^n(f)|_s = \int_{E_V^n(f)} \frac{d\sigma(a)}{1 + |a|^2} \geq \frac{1}{(1 + n^2)^2} \int_{E_V^n(f)} d\sigma(a) = \frac{|E_V^n(f)|}{(1 + n^2)^2},
\]

we get \( |E_V^n(f)| = 0 \). The set \( E_V(f) \) can differ from \( \bigcup_{n=1}^{\infty} E_V^n(f) \) by one point \( a = \infty \) only and has zero two-dimensional measure.

**Exercise.** Using Cartan’s identity (4.13) from Chapter 1, prove that the intersection of \( E_V(f) \) with the unit circle has one-dimensional measure zero. Use this result to show that the intersection of \( E_V(f) \) with an arbitrary circle or line has one-dimensional measure zero.

**Example.** The set \( E_V(f) \) can have the cardinality of a continuum.\(^2\)

Denote \( N_p = 2^{q(p)} \), \( p = 0, 1, 2, \ldots, q(p) = \lfloor \log_2 p \rfloor + 1 \), \( p \geq 1 \) (\( \log_2 p \) denotes the logarithm with base 2). We select \( \{\theta(n)\}, n = 1, 2, \ldots, \) to be an integer-valued sequence, so rapidly increasing that \( \theta(n + 1) > \theta(n) + 1 \) and

\[
(2.10) \quad 2^{-\theta(q(p))} < \frac{N_p!}{(2N_p)!}.
\]

It is clear that for \( n \leq N_p \) the inequality

\[
(2.11) \quad 2^{-\theta(q(p))} < \frac{n!}{(2n)!}
\]

holds.

Denote by \( M \) the set of those real numbers \( x \in \left( \frac{1}{2}, 1 \right) \) which can be represented in the form

\[
(2.12) \quad x = \frac{1}{2} + \frac{1}{2} \left\{ \frac{\alpha_1}{2^{\theta(1)}}, \frac{\alpha_2}{2^{\theta(2)}}, \ldots, \frac{\alpha_n}{2^{\theta(n)}}, \ldots \right\},
\]

where \( \alpha_1, \alpha_2, \ldots, \alpha_n, \ldots \) is an arbitrary sequence of 0 and 1 with infinitely many 1. The cardinality of the set of such sequences coincides with the cardinality of the

\(^2\)Hayman \([A72]\) constructed an example of an entire function such that \( E_V(f) \) contains an arbitrary given \( F_0 \)-set of zero capacity.
interval \((0, 1)\) of real numbers. Since the representation of a real number \(x\) in the form (2.12) is unique, the set \(M\) has cardinality of the continuum.

If \(p = \gamma_1 + \gamma_2 2 + \cdots + \gamma_q 2^{q-1}\), \(q = q(p)\), \(\gamma_j = 0, 1\), we let

\[
(2.13) \quad a_p = \frac{1}{2} + \frac{1}{2} \left( \frac{\gamma_1}{2^\theta(1)} + \frac{\gamma_2}{2^\theta(2)} + \cdots + \frac{\gamma_q}{2^\theta(q)} \right).
\]

Now we let \(b_0 = b_1 = b_2 = \frac{3}{4}\),

\[
(2.14) \quad b_n = a_p \text{ for } N_{p-1} < n \leq N_p, \; p = 1, 2, \ldots.
\]

It is clear that \(1/2 < b_j < 1, \; j \geq 0\). Denote by \(\varphi(z)\) the entire function

\[
\varphi(z) = \sum_{j=0}^{\infty} b_j z^j.
\]

It is clear that \(M(r, \varphi) = \varphi(r), \; \frac{1}{2} r^e < \varphi(r) < r^e\). Consider the entire function \(\psi(z) = 2e^z - \varphi(z)\). It is easy to see that \(M(r, \psi) = \psi(r)\) and \(r^e < \psi(r) < 2e^r\).

Using the inequality (7.1) from Section 7 of Chapter 1, we get

\[
T(r, \psi) \geq \frac{1}{3} \ln \psi \left( \frac{r}{2} \right) > \frac{1}{6} r.
\]

Let \(a_0\) be a complex number satisfying \(\Delta(a_0, \psi) = 0\), that is, \(N(r, a_0, \psi) = (1 + o(1))T(r, \psi) > \frac{1}{6} r(1 + o(1))\). The existence of such a number \(a_0\) follows from Theorem 2.1. The function

\[
f(z) = (\varphi(z) + a_0)e^{-z}
\]

has the desired properties.

First of all, we have

\[
T(r, f) \leq \ln M(r, f) \leq \ln M(r, e^{-z}) + \ln M(r, \varphi) + O(1) \leq 2r + O(1).
\]

Let us estimate \(N(r, 2, f)\) from below. Solutions of the equation \(f(z) = 2\) coincide with solutions of the equation \(2e^z - \varphi(z) = a_0\), therefore \(N(r, 2, f) \equiv N(r, a_0, \psi) > \frac{1}{6} r(1 + o(1))\). Hence we get

\[
(2.15) \quad T(r, f) \geq N(r, 2, f) + O(1) \geq \frac{1}{6} r(1 + o(1)).
\]

Now we show that each \(x \in M\) satisfies \(\Delta(x, f) = 1\). Choose \(x \in M\),

\[
(2.16) \quad x = \frac{1}{2} + \frac{1}{2} \left( \frac{\gamma_1}{2^\theta(1)} + \frac{\gamma_2}{2^\theta(2)} + \cdots + \frac{\gamma_q}{2^\theta(q)} + \cdots \right), \; \gamma_j = 0, 1.
\]

Let \(\{\gamma_{n_k}\}_{k=1}^{\infty}\) be a subsequence of the sequence \(\{\gamma_n\}\) consisting of those members which are equal to 1. We introduce a correspondence which assigns to \(x\) the sequence

\[
p_k = \gamma_1 + \gamma_2 2 + \cdots + \gamma_{n_k} 2^{n_k-1}, \; k = 1, 2, \ldots
\]

of positive integers. It is clear that \(n_k = q(p_k)\) and that \(p_k \to \infty\) as \(k \to \infty\). Let \(r_k = \frac{1}{3} N_{p_k}\). We estimate \(N(r_k, x, f)\) from above. Since the solutions of the equation

\[(\varphi(z) + a_0)e^{-z} = x\]

coincide with the solutions of

\[xe^z - \varphi(z) - a_0 = 0,\]
we have \( N(r_k, x, f) \equiv N(r_k, 0, \Phi(z)) \), where

\[
\Phi(z) = xe^z - \varphi(z) - a_0 = -a_0 + \sum_{j=0}^{\infty} \frac{x - b_j}{j!} z^j.
\]

Since \( x \in (\frac{1}{2}, 1) \) and \( b_j \in (\frac{1}{2}, 1) \), then \( |x - b_j| < \frac{1}{2} \) for all \( j \geq 0 \). By (2.13), (2.16), and (2.11), for \( N_{p_k-1} < j \leq N_{p_k} \) we have

\[
x - b_j = x - a_{p_k} = \frac{1}{2} \sum_{n=n_k+1}^{\infty} \frac{\gamma_n}{2^{\theta(n)}} \leq \frac{1}{2} \sum_{n=n_k+1}^{\infty} 2^{-\theta(n)}
\]

\[
< \frac{1}{2} \sum_{n=n_k+1}^{\infty} 2^{-n} = 2^{-\theta(n_k)} = 2^{-\theta(q(p_k))} < \frac{j!}{(2j)!}.
\]

Then for \(|z| = r_k\) the inequality

\[
|\Phi(z)| \leq |a_0| + \sum_{j=0}^{\infty} \frac{|x - b_j|}{j!} r_k^j
\]

(2.17)

\[
\leq |a_0| + \frac{1}{2} \sum_{j=0}^{N_{p_k-1}} \frac{r_k^j}{j!} + \sum_{j=N_{p_k-1}+1}^{N_{p_k}} \frac{j!}{(2j)!} \frac{r_k^j}{j!} + \frac{1}{2} \sum_{j=N_{p_k}+1}^{\infty} \frac{r_k^j}{j!}
\]

holds. Now we estimate each of the sums from the right-hand side of (2.17). We get

\[
\sum_{j=0}^{N_{p_k-1}} \frac{r_k^j}{j!} \leq \sum_{j=0}^{N_{p_k-1}} \frac{1}{j!} = e \exp \{ N_{p_k-1} \ln r_k \}
\]

\[
eq e \exp \{(3r_k)^{1/3} \ln r_k \} = o \left( e^{\sqrt{r_k}} \right),
\]

since \( N_{p-1} = N_p^{1/3} \). We also have

\[
\sum_{j=N_{p_k}+1}^{\infty} \frac{r_k^j}{j!} \leq \sum_{j=N_{p_k}+1}^{\infty} \left( \frac{er_k}{j!} \right) \leq \sum_{j=N_{p_k}+1}^{\infty} \left( \frac{er_k}{N_{p_k}} \right)^j \leq \sum_{j=1}^{\infty} \left( \frac{e}{3} \right)^j = \frac{e}{3 - e},
\]

\[
\sum_{j=N_{p_k}-1+1}^{N_{p_k}} \frac{r_k^j}{(2j)!} < \sum_{j=0}^{\infty} \frac{r_k^j}{(2j)!} = \cosh \sqrt{r_k} = \left\{ \frac{1}{2} + o(1) \right\} e^{\sqrt{r_k}}.
\]

Combining these estimates, we get

\[
M(r_k, \Phi) \leq \left( \frac{1}{2} + o(1) \right) e^{\sqrt{r_k}},
\]

\[
T(r_k, \Phi) \leq \ln M(r_k, \Phi) = \sqrt{r_k} + O(1).
\]

Now,

\[
N(r_k, x, f) = N(r_k, 0, \Phi) \leq T(r_k, \Phi) + O(1) \leq \sqrt{r_k} + O(1).
\]

(2.18)

From (2.15) and (2.18) we get

\[
\lim_{r \to \infty} \frac{N(r, x, f)}{T(r, f)} \leq \lim_{k \to \infty} \frac{N(r_k, x, f)}{T(r_k, f)} \leq \lim_{k \to \infty} \frac{\sqrt{r_k} + O(1)}{\frac{1}{6} r_k} = 0,
\]

that is, \( \Delta(x, f) = 1 \).
Thus the function $f(z)$ has all desired properties.

3. Deficiency relation

In Section 2 of Chapter 3 (see (2.9)) we proved the inequality

$$\sum_{\nu=1}^{q} \{m(r,a_{\nu}) + N_1(r,a_{\nu})\} \leq 2T(r,f) + Q(r,f),$$

where $a_1,\ldots,a_q$ are arbitrary pairwise distinct complex numbers. Denote by $\varepsilon(a)$ the quantity

$$\varepsilon(a) = \liminf_{r \to \infty} \frac{N_1(r,a)}{T(r,f)},$$

and call it the index of ramification (or simply the index) of the function $f(z)$ at the point $a$. If $\varepsilon(a) > 0$, then $a$ is called an index value. We choose a sequence $r_k \to \infty$ such that $Q(r_k,f) = o(T(r_k,f))$. Such a sequence exists by the definition of $Q(r,f)$ (for rational functions $f(z)$ we use Remark 2 on page ??). Let $r = r_k$ in (3.1), divide the obtained inequality by $T(r_k,f)$, and pass to the lower limit. We get

$$\sum_{\nu=1}^{q} \left\{ \liminf_{k \to \infty} \frac{m(r_k,a_{\nu})}{T(r_k,f)} + \liminf_{k \to \infty} \frac{N_1(r_k,a_{\nu})}{T(r_k,f)} \right\} \leq 2,$$

from where we get

$$\sum_{\nu=1}^{q} \{\delta(a_{\nu}) + \varepsilon(a_{\nu})\} \leq 2.$$ (3.2)

Since $m(r,a) + N_1(r,a) \leq m(r,a) + N(r,a) = T(r,f) + O(1)$, we get

$$0 \leq \delta(a) + \varepsilon(a) \leq 1.$$ (3.3)

We show that the set of those points $a$ for which $\delta(a) + \varepsilon(a) > 0$ is at most countable. In fact, let $E$ be the set of those numbers $a$ for which $\delta(a) + \varepsilon(a) > 0$, and $E_k$ be the set of those numbers $a$ for which $\delta(a) + \varepsilon(a) > \frac{1}{k}$. It is clear that $E = \bigcup_{k=1}^{\infty} E_k$, therefore it is enough to show that the sets $E_k$ are finite. To do this, suppose that for some $k$ the set $E_k$ contains more than $2k$ points $a_{\nu}, \nu = 1,\ldots,n_k, n_k > 2k$. Choosing $q = n_k$ in (3.2) we get a contradiction.

If the set of points $a$ for which $\delta(a) + \varepsilon(a) > 0$ is finite, then we may let $\{a_{\nu}\}$ in (3.2) be the set of all these points. If this set can be listed as a sequence $\{a_1,a_2,a_3,\ldots\}$, then, taking limit in (3.2) as $q \to \infty$, we get

$$\sum_{\nu=1}^{\infty} \{\delta(a_{\nu}) + \varepsilon(a_{\nu})\} \leq 2.$$ (3.4)

We combine these cases (of a finite and of a countable set of values $a$) writing

$$\sum_{a} \{\delta(a) + \varepsilon(a)\} \leq 2.$$ (3.4)

Despite the fact that the sum is taken over all complex numbers $a$, the summands in this sum are positive for a finite or countable set of values of $a$ only, and the sum is to be understood as a sum of finitely many numbers or a sum of a series with positive terms. The inequality (3.4) is called the deficiency relation, it is one of the main results of the Nevanlinna theory. Since for Picard exceptional values $\delta(a) = 1$, Picard theorem follows from (3.4): the set $E_P(f)$ contains at most 2 points. Before
4. DEFICIENT VALUES

(see Theorem 2.2 from Chapter 3) this theorem was derived as a corollary of the Borel theorem. Note, that we have also proved the following result, which we state as a separate theorem.

**Theorem 3.1.** The set \( E_N(f) \) is at most countable.

**Exercise.** Prove that for \( f(z) = \sin z \) we have \( \Delta(a) = 0 \) for all \( a \neq \infty \), \( \delta(\infty) = 1 \), \( \varepsilon(1) = \varepsilon(-1) = 1/2 \).

4. The structure of the set of deficient values

For meromorphic functions of zero order the statement of Theorem 3.1 can be made more precise. In fact, Valiron’s theorem (Theorem 4.6, Chapter 2) can be restated in the following way: a meromorphic function of zero order cannot have more than one deficient value.

For meromorphic functions of order \( \rho, 0 < \rho \leq \infty \), Theorem 3.1 cannot be improved (if we do not impose any restrictions onto meromorphic function in addition to prescribing the magnitude of order).

**Theorem 4.1.** Let \( 0 < \rho \leq \infty \) and let \( M \) be an arbitrary at most countable subset of the extended complex plane (\( M \) can be empty). Then there exists a meromorphic function of order \( \rho \) whose set of deficient values coincides with \( M \).

**Proof.** First we prove that for each \( \rho, 0 \leq \rho \leq \infty \), there exists a meromorphic function of order \( \rho \) which does not have deficient values. Let \( \{p_n\} \) be an arbitrary sequence of non-negative integers.

Consider the function

\[
(4.1) \quad f(z) = \frac{1}{z} + \sum_{n=1}^{\infty} \frac{1}{2^n} \left( \frac{1}{z - 2^n} \right)^{p_n+2} = \frac{1}{z} + \psi(z).
\]

It is clear that the series in (4.1) converges absolutely and uniformly on bounded sets in the complex plane. We show that for an arbitrary choice of the sequence \( \{p_n\} \) the set \( E_N(f) \) is empty. Let \( r_\nu = 2^{\nu-2} = 2^{\nu} \frac{3}{4} \). For \( |z| = r_\nu, \nu \geq 3 \), we have

\[
|\psi(z)| \leq \sum_{n=1}^{\infty} \frac{1}{2^n} \left( \frac{1}{|z - 2^n|} \right)^{p_n+2} \leq \sum_{n=1}^{\nu-1} \frac{1}{2^n} \left( \frac{1}{r_\nu - 2^n} \right)^{p_n+2} + \sum_{n=\nu}^{\infty} \frac{1}{2^{3n} (1 - r_\nu 2^{-n})^2}.
\]

\[
< \frac{1}{r_\nu^2} \sum_{n=1}^{\nu-1} \frac{1}{2^n} \left( \frac{1}{1 - 2^{\nu-1}} \right)^{p_n+2} + \sum_{n=\nu}^{\infty} \frac{1}{2^{3n} (1 - r_\nu 2^{-n})^2}.
\]

\[
= \frac{9}{r_\nu^2} \sum_{n=1}^{\nu-1} \frac{1}{2^n} + 16 \sum_{n=\nu}^{\infty} \frac{1}{2^{3n}} < \frac{9}{r_\nu^2} + \frac{128}{7} \frac{1}{2^{3\nu}} = \frac{9}{r_\nu} + \frac{54}{7} \frac{1}{r_\nu^2}.
\]

The equality (4.1) implies that

\[
|f(z)| = \frac{1}{r_\nu} + O \left( \frac{1}{r_\nu^2} \right).
\]
holds for $|z| = r_\nu$. Hence for $0 < |a| \leq \infty$ we have $m(r_\nu, a, f) = O(1)$, $r_\nu \to \infty$, and $m(r_\nu, 0, f) = \ln r_\nu + o(1)$. Therefore $\delta(a) = 0$ for each $a$ and $E_N(f) = \emptyset$.

Now we show that choosing a suitable sequence $\{p_n\}$ we get a function $f(z)$ with prescribed order $\rho$. Note that if $|z| = r$, where $|r - 2^n| \geq 1$, $n = 1, 2, \ldots$, $r \geq 3$, then

$$|f(z)| \leq \frac{1}{r} + \sum_{n=1}^{\infty} \frac{1}{2^n} \left( \frac{1}{|z - 2^n|} \right)^{p_n + 2} \leq \frac{1}{r} + \sum_{n=1}^{\infty} \frac{1}{2^n} \leq \frac{4}{3}$$

and

$$m(r, f) = O(1).$$

Now, for $2^{n-1} \leq r < 2^n$ we have

$$n(r, f) = 2n - 1 + p_1 + p_2 + \cdots + p_{n-1}.$$

If all $p_n \equiv 0$, then $n(r, f) \sim \frac{2}{\ln 2} \ln r$, $N(r, f) \sim \frac{\ln^2 r}{\ln 2}$. Denote by $I$ the set $[3, \infty)$ with the intervals $|r - 2^n| < 1$, $n = 2, 3, \ldots$ removed. By (4.2) we have $T(r, f) \sim \frac{\ln^2 r}{\ln 2}$ on $I$, and by monotonicity of $T(r, f)$ this relation remains true for all $r$. For $p_n \equiv 0$ the function $f(z)$ has zero order.

Now let $0 < \rho < \infty$. Set $p_n = [2^{n\rho}]$. Then (4.3) implies $(2^{n-1} \leq r < 2^n)$:

$$n(r, f) \sim \frac{2^{n\rho}}{2\rho - 1},$$

$$(1 + o(1)) \frac{r^\rho}{2\rho - 1} \leq n(r, f) \leq (1 + o(1)) \frac{2^{n\rho}}{2\rho - 1},$$

$$(1 + o(1)) \frac{r^\rho}{\rho(2\rho - 1)} \leq N(r, f) \leq (1 + o(1)) \frac{2^{n\rho}}{\rho(2\rho - 1)}.$$

Using (4.2) as before, we show that

$$\ln T(r, f) \sim \rho \ln r,$$

that is, the function $f(z)$ has order $\rho$.

If we set $p_n = 2^{(n+1)^2}$, we get $(2^{n-1} \leq r < 2^n)$

$$n(r, f) \geq \rho_{n-1} = 2^{n^2} \geq 2\left(\frac{\ln 2}{2}\right)^2,$$

$$\ln T(r, f) \geq \ln N(r, f) \geq \ln n \left(\frac{r}{e}, f\right) \geq \frac{(\ln r - 1)^2}{\ln 2},$$

that is, the function $f(z)$ has order $\rho = \infty$.

It is easy to give an example of a meromorphic function $f(z)$ of order zero, such that $E_N(f)$ consists of one point $a$. If $a = \infty$, we let $f(z)$ be an arbitrary entire function $g(z)$ of zero order; if $a \neq \infty$, we set $f(z) = a + 1/g(z)$.

Now let $0 < \rho \leq \infty$, $M$ be an arbitrary nonempty at most countable set. We show that there exists a meromorphic function $f(z)$ of order $\rho$, for which $E_N(f) = M$. It is clear that without loss of generality we may assume that $\infty \notin M$.

We start with the case $\rho = 1$. Let $\theta_j$, $j = 0, \pm 1, \pm 2, \pm 3, \ldots$, be a sequence of numbers from the interval $(\pm \pi, \pi)$, $\pi \geq \theta_{j+1} - \theta_j > 0$, $\theta_j \to \pi$ as $j \to +\infty$, $\theta_j \to -\pi$ as $j \to -\infty$. Let $a_j$, $j = 0, \pm 1, \pm 2, \ldots$, be a sequence of complex numbers whose set of terms coincides with $M$. 4. The Structure of the Set of Deficient Values 123
Let \( \{c_j\} \) be a sequence of positive numbers such that
\[
\sum_{j=-\infty}^{\infty} c_j|a_j| = S_1 < \infty, \quad \sum_{j=-\infty}^{\infty} c_j = S_2 < \infty.
\]

Set
\[
f_1(z) = \sum_{j=-\infty}^{\infty} c_j a_j \exp(ze^{-i\theta_j}),
\]
(4.4)
\[
f_2(z) = \sum_{j=-\infty}^{\infty} c_j \exp(ze^{-i\theta_j}).
\]
(4.5)

Observe that
\[
\sum_{j=-\infty}^{\infty} c_j |a_j| e^r = S_1 e^r,
\]
(4.7)
\[
\sum_{j=-\infty}^{\infty} c_j e^r = S_2 e^r.
\]

Therefore
\[
T(r, f) \leq T(r, f_1) + T(r, f_2) + O(1)
\]
(4.6)
\[
\leq \ln M(r, f_1) + \ln M(r, f_2) + O(1) \leq 2r + O(1).
\]

We fix an integer \( \nu \). Let \( \theta'_j \equiv \theta_j (\mod 2\pi) \), \( \theta'_{\nu} - \pi < \theta'_j \leq \theta'_{\nu} + \pi \). It is clear that \( \theta'_{\nu \pm 1} = \theta'_{\nu \pm 1} \). Let \( \eta = \eta(\nu) > 0 \). We consider the function \( f(z) \) in the angle
\[
\frac{\theta'_{\nu} + \theta'_{\nu - 1}}{2} + \eta < \varphi = \arg z < \frac{\theta'_{\nu + 1} + \theta'_{\nu}}{2} - \eta, \quad 0 < \eta < \frac{\theta'_{\nu + 1} - \theta'_{\nu - 1}}{4}.
\]
(4.7)

We have
\[
f(z) - a_\nu = \frac{f_1(z) - a_\nu f_2(z)}{f_2(z)} = \frac{\sum_{j \neq \nu} c_j (a_j - a_\nu) \exp(z e^{-i\theta'_j})}{\sum_j c_j \exp(z e^{-i\theta'_j})}
\]
(4.8)
\[
= \frac{\sum_{j \neq \nu} c_j (a_j - a_\nu) \exp(z (e^{-i\theta'_j} - e^{-i\theta_\nu}))}{c_\nu + \sum_{j \neq \nu} c_j \exp(z (e^{-i\theta'_j} - e^{-i\theta_\nu}))}.
\]

Observe that
\[
|\exp(z (e^{-i\theta'_j} - e^{-i\theta_\nu}))| = |\exp(r (\cos(\varphi - \theta'_j) - \cos(\varphi - \theta_\nu)))|
\]
(4.9)
\[
= \exp \left( 2r \sin \left( \varphi - \frac{\theta'_j + \theta_\nu}{2} \right) \sin \frac{\theta'_j - \theta_\nu}{2} \right).
\]

Let \( \theta'_{\nu + 1} \leq \theta'_j \leq \theta_\nu + \pi \). Then
\[
\eta \leq \frac{\theta'_j - \theta'_{\nu + 1}}{2} + \eta < \frac{\theta'_j + \theta_\nu}{2} - \varphi < \frac{\theta'_j - \theta'_{\nu - 1}}{2} - \eta < \pi - \eta
\]
and
\[
\sin \left( \varphi - \frac{\theta_j' + \theta_\nu}{2} \right) \sin \frac{\theta_j' - \theta_\nu}{2} \leq - \sin \eta \sin \frac{\theta_{\nu+1}' - \theta_\nu}{2} = -A'_\nu \sin \eta.
\]

If \( \theta_\nu - \pi < \theta_j' \leq \theta_{\nu-1} \), then
\[
\eta \leq \frac{\theta_{\nu-1} - \theta_j'}{2} + \eta < \varphi - \frac{\theta_j' + \theta_\nu}{2} < \frac{\theta_{\nu+1} - \theta_j'}{2} - \eta < \pi - \eta
\]
and
\[
\sin \left( \varphi - \frac{\theta_j' + \theta_\nu}{2} \right) \sin \frac{\theta_j' - \theta_\nu}{2} \leq - \sin \eta \sin \frac{\theta_\nu - \theta_{\nu-1}}{2} = -A''_\nu \sin \eta.
\]

If we denote \( A_\nu = \min(A'_\nu, A''_\nu) \), then by (4.9) we get the inequality
\[
| \exp \{ z(e^{-i\theta_j} - e^{-i\theta_\nu}) \} | \leq \exp \{ -2rA_\nu \sin \eta \},
\]
valid for all \( j \neq \nu \). Now,
\[
\sum_{j \neq \nu} c_j \exp \{ z(e^{-i\theta_j} - e^{-i\theta_\nu}) \} \leq S_2 \exp \{ -2rA_\nu \sin \eta \},
\]
(4.10)

\[
\sum_{j \neq \nu} c_j (a_j - a_\nu) \exp \{ z(e^{-i\theta_j} - e^{-i\theta_\nu}) \} \leq (S_1 + |a_\nu|S_2) \exp \{ -2rA_\nu \sin \eta \}.
\]
(4.11)

If \( r \geq r_\nu(\eta) \), the right-hand side of (4.10) is less than \( c_\nu / 2 \), and by (4.8) and (4.11) we get
\[
|f(z) - a_\nu| \leq \frac{S_1 + |a_\nu|S_2}{c_\nu - \frac{r}{2}} \exp \{ -2rA_\nu \sin \eta \},
\]
(4.12)

\[
\ln^+ \frac{1}{|f(z) - a_\nu|} \geq 2rA_\nu \sin \eta + O(1)
\]
(4.121)

uniformly in the angle (4.7). Now
\[
m(r, a_\nu) \geq \frac{1}{2\pi} \int_{2\nu+\theta_{\nu-1}+\eta}^{2\nu+\theta_\nu-\eta} \ln^+ \frac{1}{|f(re^{i\varphi}) - a_\nu|} d\varphi
\]
(4.13)

\[
\geq \frac{1}{\pi} \left( \frac{\theta_{\nu+1}' - \theta_{\nu-1}}{2} - 2\eta \right) rA_\nu \sin \eta + O(1) = B_\nu(\eta)r + O(1),
\]
where \( B_\nu(\eta) > 0 \). From (4.6) and (4.13) we get
\[
\delta(a_\nu) = \lim_{r \to \infty} \inf \frac{m(r, a_\nu)}{T(r, f)} \geq \frac{B_\nu(\eta)}{2} > 0.
\]

Thus we have shown that \( M \subset E_N(f) \). The inequalities (4.6) and (4.13) imply also
\[
B_0(\eta_0)r + O(1) \leq T(r, f) \leq 2r + O(1),
\]
where
\[
0 < \eta_0 < \frac{\theta_1 - \theta_{-1}}{4}.
\]

Hence \( f(z) \) is of order 1.

Let \( \delta \) be an arbitrary positive number. The segment \( [-\pi + \delta, \pi - \delta] \) contains finitely many points of the form \( (\theta_j + \theta_{j+1})/2 \). We cover these points by intervals
of length $2\eta$ centered at them, where $\eta > 0$ is so small that the total length of the intervals is less than $\delta$. Denote by $I$ the union of the intervals. If $\phi \in [-\pi + \delta, \pi - \delta]\setminus I$, then by (4.12) the functions $|f(e^{i\phi})|$ and $|f(e^{i\phi}) - a|^{-1}$, $a \notin M$, $a \neq \infty$ converge uniformly to some bounded functions as $r \to \infty$.

By Theorem 7.4 from Chapter 1 we conclude that

$$m(r, a) = o(T(r, f)) \quad \text{and} \quad \delta(a) = 0$$

for $a \notin M$. Thus we have proved that $M = E_N(f)$.

Now we show how to change the construction above in order to get similar example in the case $0 < \rho < 1/2$. As before, we choose the sequences $\theta_j, a_j, c_j$. Now the role of $e^x$ will be played by the function

$$V(z) = \prod_{n=1}^{\infty} \left(1 + \frac{z}{n^{1/\rho}}\right).$$

Results of Section 5 from Chapter 2 imply that

(4.14) \hspace{1cm} \ln |V(re^{i\phi})| = \frac{\pi \cos \rho \phi}{\sin \pi \rho} r^\rho + o(r^\rho), \quad r \to \infty

uniformly in $\phi \in [-\pi + \delta, \pi - \delta]$, furthermore, if we replace $= \leq$ in (4.14), the obtained inequality is satisfied uniformly in $\phi \in [-\pi, \pi]$. In addition,

(4.15) \hspace{1cm} \ln M(r, V) = \frac{\pi}{\sin \pi \rho} r^\rho + o(r^\rho).

Now we set

$$f_1(z) = \sum_{j=-\infty}^{\infty} c_j a_j V(z e^{-i\theta_j}),$$

$$f_2(z) = \sum_{j=-\infty}^{\infty} c_j V(z e^{-i\theta_j}),$$

and, as before, $f(z) = f_1(z)/f_2(z)$. Instead of (4.6) we get

(4.16) \hspace{1cm} T(r, f) \leq \ln M(r, f_1) + \ln M(r, f_2) + O(1) \leq \frac{2\pi}{\sin \pi \rho} r^\rho + o(r^\rho).

Fixing $\theta_\nu$ and defining $\theta'_\nu$ as before, we get that the equality

(4.17) \hspace{1cm} f(z) - a_\nu = \frac{\sum_{j \neq \nu} c_j (a_j - a_\nu) V(z e^{-i\theta'_j})}{c_\nu + \sum_{j \neq \nu} c_j V(z e^{-i\theta'_j})},

holds in the angle (4.7). Denote by $c_\rho(\phi)$ the periodic with period $2\pi$ extension of the function $\cos \rho \phi$ from $[-\pi, \pi]$ to the whole real line. Then the role of the equality (4.9) will be played by the inequality

(4.18) \hspace{1cm} \ln \left| \frac{V\left(re^{i(\phi - \theta'_\nu)}\right)}{V\left(re^{i(\phi - \theta_\nu)}\right)} \right| \leq r^\rho \frac{\pi}{\sin \pi \rho} \{c_\rho(\phi - \theta'_\nu) - c_\rho(\phi - \theta_\nu)\} + o(r^\rho).

To derive (4.18) we use (4.14) with the equality sign for $\ln |V\left(re^{i(\phi - \theta_\nu)}\right)|$ and with the inequality sign for $\ln \left| V\left(re^{i(\phi - \theta'_\nu)}\right) \right|$. In order to continue the proof on the same
lines as before we need to show that there exists a positive constant $K_\nu(\eta)$ such that for $\varphi$ satisfying the inequality (4.7) and for all $j \neq \nu$ the inequality
\begin{equation}
(4.19) \quad c_\rho(\varphi - \theta_j) - c_\rho(\varphi - \theta) < -K_\nu(\eta).
\end{equation}
holds.

The proof of (4.19) is based on simple trigonometric transformations, although often requires tedious computations. We leave the detailed proof of (4.19) to interested readers, we provide only a short sketch of one of the possible proofs.

a) Let $0 < \theta \leq \pi$, then $c_\rho(\psi) > c_\rho(\psi - \theta)$ for $\theta/2 > \psi > \theta/2 - \pi$. 
b) Let $-\pi \leq \theta < 0$, then $c_\rho(\psi) > c_\rho(\psi - \theta)$ for $\theta/2 < \psi < \theta/2 + \pi$. 
c) Let $0 < \theta'' \leq \theta \leq \pi$, $-\pi \leq \psi \leq \theta''/2$. Then
\[
\max\{c_\rho(\psi - \pi), \ c_\rho(\psi - \theta'')\}c_\rho \geq c_\rho(\psi - \theta).
\]
d) Let $-\pi \leq \theta \leq \theta' < 0$, $\theta'/2 \leq \psi \leq \pi$. Then
\[
\max\{c_\rho(\psi - \pi), \ c_\rho(\psi - \theta')\} \geq c_\rho(\psi - \theta).
\]
e) If $-\pi \leq \theta < \theta'' \leq \pi$, $\theta''/2 < \psi < \theta''/2$, $\theta \in [-\pi, \pi] \setminus \{\theta', \theta''\}$, then
\[
c_\rho(\psi) > \max\{c_\rho(\psi - \theta), \ c_\rho(\psi - \theta'')\} \geq c_\rho(\psi - \theta).
\]
f) If $-\pi \leq \theta < \theta'/2 + \eta < 0 < \theta''/2 - \eta < \theta'' \leq \pi$ and $\theta'/2 + \eta \leq \psi \leq \theta''/2 - \eta$, then, by the Weierstrass theorem,
\[
c_\rho(\psi) - \max\{c_\rho(\psi - \theta'), \ c_\rho(\psi - \theta'')\} \geq A_\rho(\eta, \theta', \theta'') > 0
\]
and
\[
c_\rho(\psi) - c_\rho(\psi - \theta) \geq A_\rho(\eta, \theta', \theta'').
\]
for $\theta \in [-\pi, \pi] \setminus \{\theta', \theta''\}$.

Now it is easy to see that in (4.19) we can set
\[
K_\nu(\eta) = A_\rho(\eta, \theta_{\nu-1} - \theta_{\nu}, \theta_{\nu+1} - \theta_{\nu}).
\]
In order to see this, it is enough to let $\psi = \varphi - \theta_{\nu}$, $\theta' = \theta_{\nu-1} - \theta_{\nu}$, $\theta'' = \theta_{\nu+1} - \theta_{\nu}$ in (4.19).

Now, after proving the inequality (4.19), by (4.17), (4.18), and (4.19) we get
\begin{equation}
(4.20) \quad |f(z) - a_\nu| \leq \frac{S_1 + |a_\nu|S_2}{c_\nu - \frac{\pi}{2}} \exp \left\{ -r^\rho \frac{\pi K_\nu(\eta)}{\sin \pi \rho} + o(r^\rho) \right\}
\end{equation}
for sufficiently large $r$ and for $\varphi$ satisfying (4.7).

Using the inequalities (4.16) and (4.20) as we used the inequalities (4.6) and (4.12) before, we get that $E_N(f) = M$ and that $f(z)$ has order $\rho$, $0 < \rho < 1/2$.

Considering the functions $f(z)$, $n = 1, 2, \ldots$, we get examples of meromorphic functions with $E_N(f) = M$ and an arbitrary order $\rho$, $0 < \rho < n/2$. Since $n$ can be chosen to be arbitrarily large, then the order $\rho$ can be an arbitrary positive finite number. Of course, there is no need to consider the case $\rho = 1$ separately. We started with the case $\rho = 1$ because in this case the function $f(z)$ is particularly simple, and it will be convenient to use it in our construction of an example for $\rho = \infty$.

Let $f_1(z)$ and $f_2(z)$ be given by (4.4) and (4.5), respectively. Set
\[
F_1(z) = f_1(e^z), \ F_2(z) = f_2(e^z), \ F(z) = F_1(z)/F_2(z).
\]
Let
\[
\psi(y) = \sup_{-\infty < j < \infty} \cos(y - \theta_j), \ -\infty < y < \infty.
\]
It is easy to see that \( \psi(y) = \cos(y - \theta_j) \) for \((\theta_j-1 + \theta_j)/2 \leq y \leq (\theta_j + \theta_{j+1})/2\), \(\psi(\pm \pi) = 1\). The function \(\psi(y)\) is continuous for \(-\infty < y < \infty\), periodic with period \(2\pi\), and satisfying the inequality \(0 < \psi(y) \leq 1\). We easily get

\[
|F_2(x + iy)| \leq \sum_{j=-\infty}^{\infty} c_j \exp\{e^x \cos(y - \theta_j)\}
\]

(4.21)

\[
\leq \sum_{j=-\infty}^{\infty} c_j \exp\{e^x \psi(y)\} = S_2 \exp\{e^x \psi(y)\}
\]

and

(4.22)\[|F_1(x + iy)| \leq S_1 \exp\{e^x \psi(y)\}.
\]

Later on we shall need the following

**Lemma 4.1 (Fuchs, Hayman).** Let \(\varphi(t)\) be a bounded, non-negative function, integrable on each segment \(0 \leq t \leq r\), such that there exists a finite limit

\[
\lim_{r \to \infty} \frac{1}{r} \int_0^r \varphi(t) dt = l.
\]

Then

\[
I(r) = \frac{1}{2\pi} \int_0^{\pi/2} e^r \cos \theta \varphi(r \sin \theta) d\theta = \left\{1 + o(1)\right\} \frac{e^r}{2\sqrt{2\pi r}}, \ r \to \infty.
\]

**Proof.** First we observe that

\[
\frac{1}{2\pi} \int_0^{\pi/2} e^r \cos \theta d\theta = (1 + o(1)) \frac{e^r}{2\sqrt{2\pi r}}, \ r \to \infty.
\]

This follows from the equalities

\[
\frac{1}{2\pi} \int_0^{\pi/2} e^r \cos \theta d\theta = \frac{1}{4\pi} \int_{-\pi/2}^{\pi/2} e^r \cos \theta d\theta = \frac{1}{4\pi} \int_{-\pi}^{\pi} e^r \cos \theta d\theta + O(1),
\]

(4.24)

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} e^r \cos \theta d\theta = I_0(r) = (1 + o(1)) \frac{e^r}{\sqrt{2\pi r}}.
\]

where \(I_0(r) = J_0(ir)\) is a cylindrical function of imaginary parameter.

For convenience of readers who are not acquainted with the formula (4.24), we include an independent proof of formula (4.23).

We start with

\[
\int_0^{\pi/2} e^r \cos \theta d\theta = e^r \int_0^{\pi/2} e^{r(\cos \theta - 1)} d\theta = e^r \int_0^{\pi/2} e^{-2r \sin^2 \frac{\theta}{2}} d\theta.
\]

(4.25)

On the other hand,

\[
\int_0^{\pi/2} e^{-2r \sin^2 \frac{\theta}{2}} d\theta = \int_0^{r^{-1/4}} e^{-2r \sin^2 \frac{\theta}{2}} d\theta + \int_{r^{-1/4}}^{\pi/2} e^{-2r \sin^2 \frac{\theta}{2}} d\theta
\]

(4.26)

\[
= \int_0^{r^{-1/4}} e^{-2r \sin^2 \frac{\theta}{2}} d\theta + O \left(e^{-\frac{1}{2} \sqrt{r}}\right), \ r \to \infty.
\]

But for \(0 \leq \theta \leq r^{-1/4}\) we have

\[
h(r) \left(\frac{\theta}{2}\right)^2 \leq \sin^2 \frac{\theta}{2} \leq \left(\frac{\theta}{2}\right)^2,
\]

\[
\int_0^{r^{-1/4}} e^{-2r \sin^2 \frac{\theta}{2}} d\theta \leq \sum_{j=-\infty}^{\infty} c_j \exp\{e^x \psi(y)\} = S_2 \exp\{e^x \psi(y)\}
\]

(4.21)
where $h(r) \to 1$ as $r \to \infty$. Therefore

$$\int_0^{r^{-1/4}} e^{-2r \sin^2 \frac{\theta}{2}} d\theta \leq \int_0^{r^{-1/4}} e^{-\frac{2}{r} h(r) \theta^2} d\theta < \int_0^{\infty} e^{-\frac{2}{r} h(r) \theta^2} d\theta = \sqrt{\frac{\pi}{2}} \frac{1}{\sqrt{rh(r)}} = (1 + o(1)) \sqrt{\frac{\pi}{2r}},$$

$$\int_0^{r^{-1/4}} e^{-2r \sin^2 \frac{\theta}{2}} d\theta \geq \int_0^{r^{-1/4}} e^{-\frac{2}{r} \theta^2} d\theta = \int_0^{\infty} e^{-\frac{2}{r} \theta^2} d\theta - \int_{r^{-1/4}}^{\infty} e^{-\frac{2}{r} \theta^2} d\theta$$

$$\geq \sqrt{\frac{\pi}{2r}} - \int_{r^{-1/4}}^{1} e^{-\frac{2}{r} \theta^2} d\theta - \int_{1}^{\infty} e^{-\frac{2}{r} \theta^2} d\theta$$

$$> \sqrt{\frac{\pi}{2r}} - e^{-\frac{2}{r}} - \frac{2}{r} e^{-\frac{2}{r}} = (1 + o(1)) \sqrt{\frac{\pi}{2r}}.$$

Hence

$$\int_0^{r^{-1/4}} e^{-2r \sin^2 \frac{\theta}{2}} d\theta = (1 + o(1)) \sqrt{\frac{\pi}{2r}}.$$

Using (4.26) and (4.25), we get (4.23).

To complete the proof of the lemma, it is enough to show that

\[(4.27)\]

$$I(r) - \frac{l}{2\pi} \int_0^{\pi/2} e^{r \cos \theta} d\theta = o \left( \frac{e^r}{\sqrt{r}} \right), \quad r \to \infty.$$

Since $\varphi(r \sin \theta) = O(1)$,

$$\int_0^{r^{-2/3}} e^{r \cos \theta} d\theta = O \left( e^{r \frac{\pi^2}{4r}} \right) = o \left( \frac{e^r}{\sqrt{r}} \right),$$

$$\int_{\pi/3}^{\pi/2} e^{r \cos \theta} d\theta = O \left( e^{2r} \right) = o \left( \frac{e^r}{\sqrt{r}} \right),$$

in order to prove (4.27), it is enough to check that

\[(4.28)\]

$$\int_{r^{-2/3}}^{\pi/3} e^{r \cos \theta} \varphi(r \sin \theta) d\theta - l \int_{r^{-2/3}}^{\pi/3} e^{r \cos \theta} d\theta$$

$$= \int_{r^{-2/3}}^{\pi/3} e^{r \cos \theta} \{ \varphi(r \sin \theta) - l \} d\theta = o \left( \frac{e^r}{\sqrt{r}} \right).$$

Introduce

$$\chi(\theta) = \frac{e^{r \cos \theta}}{r \cos \theta}, \quad \Phi(\theta) = \int_0^{r \sin \theta} \varphi(t) dt - lr \sin \theta.$$

It is easy to see that for $r^{-2/3} \leq \theta \leq r^{-1/4}$ and for sufficiently large $r$ we have $\chi'(\theta) < 0$, and also that $\Phi(\theta) = o(r \sin \theta)$ by the condition of the lemma and the
fact that $r \sin \theta \geq (1 + o(1)) r^{1/3}$ uniformly in $\theta$ as $r \to \infty$. Now,

$$
\int_{r-2/3}^{\pi/3} e^r \cos \theta \{ (r \sin \theta) - 1 \} d\theta = \int_{r-2/3}^{\pi/3} \chi(\theta) d\Phi(\theta)
$$

$$
= \chi(\theta) \Phi(\theta) \int_{r-2/3}^{\pi/3} - \int_{r-2/3}^{\pi/3} \chi'(\theta) d\theta
$$

$$
= o(\chi(\theta) r \sin \theta) \int_{r-2/3}^{\pi/3} - o(1) \int_{r-2/3}^{\pi/3} \chi'(\theta) r \sin d\theta
$$

$$
= o(\chi(\theta) r \sin \theta) \int_{r-2/3}^{\pi/3} + o(1) \int_{r-2/3}^{\pi/3} \chi(\theta) r \cos d\theta
$$

$$
= o(e^{\pi/3}) + o(e^{r - \pi/3}) + o(1) \int_{r-2/3}^{\pi/3} e^r \cos d\theta = o\left( e^{r}/\sqrt{r} \right).
$$

Here we used (4.23). Hence the relation (4.28) and thus also the lemma have been proved.

We continue our construction of the example. By (4.21) and (4.22) we have

$$
T(r, F) \leq T(r, F_1) + T(r, F_2) + O(1) = m(r, F_1) + m(r, F_2) + O(1)
$$

$$
\leq 2 \cdot \frac{1}{2\pi} \int_{-\pi}^{\pi} e^r \cos \theta \psi(r \sin \theta) d\theta + O(1)
$$

(4.29)

$$
= \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} e^r \cos \theta \psi(r \sin \theta) d\theta + O(1)
$$

$$
= \frac{1}{\pi} \int_{0}^{\pi/2} e^r \cos \theta \left\{ \psi(r \sin \theta) + \psi(-r \sin \theta) \right\} d\theta + O(1).
$$

Now we apply Lemma 4.1 with $\varphi(t) = \psi(t) + \psi(-t)$. Since the function $\psi(y)$ is periodic with period $2\pi$, we have

$$
\lim_{r \to \infty} \frac{1}{r} \int_{0}^{r} \varphi(t) dt = \lim_{r \to \infty} \frac{1}{r} \int_{-r}^{0} \psi(t) dt = \frac{1}{\pi} \int_{-\pi}^{\pi} \psi(t) dt = A, 0 < A < \infty.
$$

The inequality (4.29) and Lemma 4.1 imply that

(4.30)

$$
T(r, F) \leq (1 + o(1)) \frac{Ae^r}{\sqrt{2\pi r}}, r \to \infty.
$$

Now we fix $\nu$. Define the function $\psi_{\nu}(y)$ by the equation $\psi_{\nu}(y) = 2A_{\nu} \sin \eta$ for

$$
\frac{\theta_{\nu} + \theta_{\nu-1}}{2} + \eta < y < \frac{\theta_{\nu+1} + \theta_{\nu}}{2} - \eta,
$$

where $\eta$ and $A_{\nu}$ are defined in the same way as in the construction of the example for $\rho = 1$. If

$$
-\pi \leq y \leq \frac{\theta_{\nu} + \theta_{\nu-1}}{2} + \eta \quad \text{and} \quad \frac{\theta_{\nu+1} + \theta_{\nu}}{2} - \eta \leq y \leq \pi,
$$

we set $\psi_{\nu}(y) = 0$. We extend the function $\psi_{\nu}(y)$ as periodic with the period $2\pi$ from the segment $[-\pi, \pi]$ to the whole real line $\{ -\infty < y < \infty \}$. By (4.121) we have

$$
\ln^+ \frac{1}{|F(x + iy) - a_{\nu}|} = \ln^+ \frac{1}{|f(e^{x+iy}) - a_{\nu}|} \geq e^{\pi} \psi_{\nu}(y) + O(1).
$$
Hence
\begin{equation}
(4.31) \quad m(r, a_\nu, F) \geq \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{r \cos \theta} \psi_\nu(r \sin \theta) d\theta + O(1).
\end{equation}

As in the argument above we show that
\begin{equation}
(4.32) \quad \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{r \cos \theta} \psi_\nu(r \sin \theta) d\theta = \frac{1}{\pi} \int_{0}^{\pi/2} e^{r \cos \theta} \left( \psi_\nu(r \sin \theta) + \psi_\nu(-r \sin \theta) \right) d\theta + O(1)
\end{equation}

\begin{equation}
= (1 + o(1)) \frac{B_\nu e^r}{\sqrt{2\pi r}}, \quad r \to \infty,
\end{equation}

where
\begin{equation}
B_\nu = \lim_{r \to \infty} \frac{1}{r} \int_{-r}^{r} \psi_\nu(t) dt = \frac{1}{\pi} \int_{-\pi}^{\pi} \psi_\nu(t) dt = \frac{1}{\pi} \left( \frac{\theta_\nu + 1 - \theta_\nu}{2} - 2\eta \right) 2A_\nu \sin \eta.
\end{equation}

The relations (4.31) and (4.32) imply that
\begin{equation}
m(r, a_\nu, F) \geq (1 + o(1)) \frac{B_\nu e^r}{\sqrt{2\pi r}},
\end{equation}

which, together with (4.30), implies
\begin{equation}
\delta(a_\nu, F) \geq \frac{B_\nu}{A} > 0,
\end{equation}

that is, \( M \subset E_N(F) \). The proof of the fact that \( a \notin M \) implies \( a \notin E_N(F) \) requires much more complicated estimates and tedious computations. We do not include it. \( \square \)

**Remark 1.** In the case when the set \( M \) is finite, the construction of a meromorphic function \( f(z) \) for which \( E_N(f) = M \) becomes much simpler. Constructing the functions \( f_1(z) \) and \( f_2(z) \) it is enough to consider finite sums.

**Remark 2.** Investigation of the constructed examples would be much simpler and more complete if we use some deep theorems from the theory of entire functions (B. Ya. Levin [Lev80, Chapters II and VI]). Readers acquainted with the material of the mentioned chapters are invited to prove as an exercise, that \( a \notin M \) implies \( a \notin E_N(F) \), where \( F(z) \) is a function of infinite order, constructed at the end of the proof.

**Remark 3.** It is easy to see that there exists a meromorphic function of an arbitrary order having a deficient value which is not a Borel exceptional value. If \( \rho > 0 \), it is enough to consider a meromorphic function with three deficient values. At least one of them is not a Borel exceptional value by the Borel theorem. If \( \rho = 0 \) the example can be constructed in the following way. Let \( g_1(z) \) and \( g_2(z) \) be two Weierstrass canonical products of genus zero with positive zeros such that
\begin{equation}
n(r, 0, g_1) \sim \ln r, \quad n(r, 0, g_2) \sim \ln^2 r.
\end{equation}

Then \( \infty \) is a deficient value with \( \delta(\infty) = 1 \) for the function \( f(z) = g_2(z)/g_1(-z) \), but \( \infty \notin E_B(f) \). We leave verification of this statement to interested readers. (Hint: use the asymptotic formulas from Section 5 of Chapter 2.)
5. Entire functions having infinitely many deficient values

Since \( \delta(\infty, f) = 1 \) for each entire function \( f(z) \), speaking of deficient values of entire functions we will mean finite deficient values. The problem of the description of the structure of this set for entire functions of finite order was elusive until recently. Although the complete solution is not known yet,\(^3\) the following result is available.

**Theorem 5.1 (N. U. Arakelyan).** Let \( M = \{a_k\}_{k=1}^{\infty} \) be an arbitrary countable set, \( \rho \) be an arbitrary number satisfying the condition \( 1/2 < \rho < \infty \). Then there exists an entire function of order \( \rho \) whose set of deficient values contains the set \( M \).

The restriction \( \rho > 1/2 \) in this theorem is necessary. We shall show in Chapter 5, page ???, that entire functions of order \( \rho \leq 1/2 \) cannot have deficient values. We note that in proving Theorem 5.1 N. U. Arakelyan disproved R. Nevanlinna’s conjecture ([NevR74, Ch. 10, sect. 222]) that an entire function of order \( \rho > 1/2 \) cannot have more than \([2\rho] \) deficient values.

The idea of the proof of Theorem 5.1 can be described in the following way. Let \( M = \{a_k\}_{k=1}^{\infty} \), and let \( \{\Omega_k\}_{k=1}^{\infty} \) be a sequence of pairwise disjoint sets, such that for \( r \geq r(k) \) the circle \( \{|z| = r\} \) intersects the set \( \Omega_k \) along an arc of length \( \geq s_k r \), where \( s_k > 0, k = 1, 2, \ldots \). Define on the set \( \bigcup_{k=1}^{\infty} \Omega_k \) a piece-wise constant function \( \varphi(z) \) by the equalities

\[
\varphi(z) = a_k, \ z \in \Omega_k.
\]

By the theorems from approximation theory, which we prove below, it turns out that for a special choice of the sets \( \Omega_k \) it is possible to construct an entire function \( G(z) \) of normal type and of order \( \rho \), such that

\[
|\varphi(z) - G(z)| < e^{-q_k|z|^\rho}, \ z \in \Omega_k, \ |z| \geq r(k),
\]

where \( q_k > 0 \) \( (k = 1, 2, \ldots) \). Since the set of values \( \theta \) for which \( |G(re^{i\theta}) - a_k| < e^{-q_k r^\rho} \) for \( r \geq r(k) \) has measure \( \geq s_k \), we have \( m(r, a_k, G) \geq \frac{1}{2\pi}s_k q_k r^\rho \) \( (r \geq r(k)) \), and hence \( \delta(a_k, G) > 0, k = 1, 2, \ldots \).

Now we present the necessary results from the approximation theory.

**Theorem 5.2 (M. V. Keldysh).** Let \( L \) be a rectifiable curve joining points \( a \) and \( b \). For each \( \varepsilon \) and \( d \), \( 0 < \varepsilon < 1, 0 < d < 1 \), there exists a polynomial \( P(z) \) such that

a) For all \( z \) which are not in the \( d \)-neighborhood of \( L \) the inequality

\[
\left| \frac{1}{z-a} - P\left( \frac{1}{z-b} \right) \right| < \varepsilon
\]

holds;

b) For all \( z \) satisfying \( \{|z-b| \geq d\} \), the inequality

\[
\left| P\left( \frac{1}{z-b} \right) \right| < \exp \left\{ C \left( 1 + \ln \frac{1}{\varepsilon d} \right) \ e^{C \cdot \text{length}(L)/2} \right\}
\]

holds, where \( C > 1 \) is an absolute constant.

---

\(^3\)Now this question is completely solved by Eremenko [A43]: for every at most countable set \( E \) in the plane and every \( \rho > 1/2 \), there exists an entire function \( f \) of order \( \rho \) for which \( E_N(f) = E \).
PROOF. Let \( l \) be the length of the curve \( L \), \( m = \left[ \frac{2l}{\pi} \right] + 1 \). We choose on the curve \( L \) points \( z_0 = a, z_1, z_2, \ldots, z_m \), \( z_m = b \) in such a way, that \( \max_{0 \leq k \leq m-1} |z_{k+1} - z_k| \leq \frac{1}{4}d \). Now we shall perform a construction using which to each point \( z_k, k = 0, 1, \ldots, m \) we assign a polynomial \( P_k(z) \). The polynomial \( P(z) \) whose existence is claimed in the theorem will be equal to \( P_m(z) \).

Polynomials \( P_k(z) \) are defined inductively. Let \( P_0(z) \equiv z \). Suppose that we have already constructed the polynomial \( P_k(z) \) of degree \( n_k > k \). We construct the polynomial \( P_{k+1}(z) \) in the following way.

The function \( P_k \left( \frac{1}{z-z_k} \right) \) is holomorphic in the region \( \{|z-z_{k+1}| > |z_k-z_{k+1}|\} \) and is bounded as \( z \to \infty \). Therefore in the described region it is represented by a Laurent series

\[
P_k \left( \frac{1}{z-z_k} \right) = \sum_{q=0}^{\infty} \frac{A_q(k)}{(z-z_{k+1})^q}.
\]

The polynomial \( P_{k+1}(z) \) will be of the form \( \sum_{q=0}^{n_{k+1}} A_q(k) z^q \), where the number \( n_{k+1} > k+1 \) is suitably chosen.

At the moment we use the notation \( n_{k+1} \) for an arbitrary positive integer. Let us estimate the quantity

\[
U(n_{k+1}) = \max_{|z-z_{k+1}| \geq d} \left| P_k \left( \frac{1}{z-z_k} \right) - \sum_{q=0}^{n_{k+1}} \frac{A_q(k)}{(z-z_{k+1})^q} \right|.
\]

For \( |z-z_{k+1}| > r > |z_k-z_{k+1}| \) we have

\[
P_k \left( \frac{1}{z-z_k} \right) - \sum_{q=0}^{n_{k+1}} \frac{A_q(k)}{(z-z_{k+1})^q} = \sum_{q=n_{k+1}+1}^{\infty} \frac{A_q(k)}{(z-z_{k+1})^q}
\]

\[
= \sum_{q=n_{k+1}+1}^{\infty} \frac{1}{(z-z_{k+1})^q} \frac{1}{2\pi i} \int_{|t-z_{k+1}|=r} P_k \left( \frac{1}{t-z_k} \right) \left( t - z_{k+1} \right)^{q-1} dt
\]

\[
= \frac{1}{2\pi i} \int_{|t-z_{k+1}|=r} P_k \left( \frac{1}{t-z_k} \right) \left\{ \sum_{q=n_{k+1}+1}^{\infty} \frac{(t-z_{k+1})^{q-1}}{(z-z_{k+1})^q} \right\} dt
\]

\[
= \frac{1}{2\pi i} \int_{|t-z_{k+1}|=r} P_k \left( \frac{1}{t-z_k} \right) \left( \frac{t-z_{k+1}}{z-z_{k+1}} \right)^{n_{k+1}} \frac{dt}{z-t}.
\]

Set

\[
M_k = \max_{|z-z_k| \geq d} \left| P_k \left( \frac{1}{z-z_k} \right) \right|.
\]

Note that the function \( (t-z_k)^{n_k} P_k \left( \frac{1}{t-z_k} \right) \) is holomorphic in the disc \( \{|t-z_k| < d\} \), and on the circle its modulus does not exceed \( d^{n_k} M_k \). By the maximum modulus principle, its modulus does not exceed \( d^{n_k} M_k \) inside the circle also. Hence we have the estimate

\[
\left| P_k \left( \frac{1}{t-z_k} \right) \right| \leq \frac{d^{n_k} M_k}{|t-z_k|^{n_k+1}} |t-z_k| < d.
\]
For $|t - z_{k+1}| = \frac{1}{2}d$ we have $|t - z_k| \geq |t - z_{k+1}| - |z_{k+1} - z_k| \geq \frac{1}{2}d - \frac{1}{4}d = \frac{1}{4}d$, therefore

$$|P_k\left(\frac{1}{t - z_k}\right)| \leq 4^{n_k}M_k, \quad |t - z_{k+1}| = \frac{1}{2}d.$$  

Letting $r = \frac{1}{2}d$, $|z - z_{k+1}| \geq d$ in (5.1) and estimating the integral, we get the inequality

$$U(n_{k+1}) \leq 4^{n_k}M_k \left(\frac{4d}{2}\right)^{n_{k+1}} = M_k2^{2n_k-n_{k+1}}.$$  

If we set

$$n_{k+1} = 2n_k + k + 2 + \left[\frac{\ln^+ (M_k/\varepsilon)}{\ln 2}\right],$$

then, as is easy to see, we have

$$U(n_{n+1}) < \frac{\varepsilon}{2^{k+1}}.$$  

Defining $n_{k+1}$ by the formula (5.3), we get the desired polynomial $P_{k+1}(z)$.

Now we check that the polynomial $P(z) = P_m(z)$ satisfies the conditions a) and b).

Outside the $d$-neighborhood of the curve $L$ we have

$$\left|\frac{1}{z-a} - P\left(\frac{1}{z-b}\right)\right| = \left|P_0\left(\frac{1}{z-z_0}\right) - P_m\left(\frac{1}{z-z_m}\right)\right| \leq \sum_{k=0}^{m-1} \left|P_k\left(\frac{1}{z-z_k}\right) - P_{k+1}\left(\frac{1}{z-z_{k+1}}\right)\right| \leq \sum_{k=0}^{m-1} U(n_{k+1}) < \sum_{k=0}^{m-1} \frac{\varepsilon}{2^{k+1}} < \varepsilon.$$  

Hence the condition a) is satisfied.

To show that the condition b) is satisfied, we have to estimate $M_m$. To do this we need to consider the behavior of the quantities $M_k$ and $n_k$.

Since the region $\{|z - z_{k+1}| > d\}$ is contained in the region $\{|z - z_k| \geq \frac{3}{4}d\}$, we have

$$M_{k+1} = \max_{|z - z_{k+1}| \geq d} \left|P_{k+1}\left(\frac{1}{z-z_{k+1}}\right)\right| \leq \max_{|z - z_k| \geq \frac{3}{4}d} \left|P_k\left(\frac{1}{z-z_{k+1}}\right)\right| + \max_{|z - z_k| \geq \frac{3}{4}d} \left|P_k\left(\frac{1}{z-z}_k\right)\right|.$$  

Using the inequalities (5.4) and (5.2), we get the relation

$$M_{k+1} < \frac{\varepsilon}{2^{k+1}} + \left(\frac{4}{3}\right)^{n_k} M_k.$$  

Letting $\tilde{M}_k = \max(M_k, \varepsilon)$ we have

$$\tilde{M}_{k+1} < 2^{n_k} \tilde{M}_k.$$  

Observe that by (5.3) the inequality $n_k < \frac{1}{2} n_{k+1}$ holds, therefore we get from (5.5) that

$$\tilde{M}_{k+1} < \tilde{M}_0 2^{n_k + n_{k-1} + \cdots + n_0} < \tilde{M}_0 2^{n_k\left(1 + \frac{1}{2} + \frac{1}{4} + \cdots + \frac{1}{2^{k+1}}\right)} < \tilde{M}_0 2^{2n_k}.$$
Further, by (5.3) we have
\[ n_{k+1} < 2 \left( n_k + k + 1 + \ln \frac{\hat{M}_0 2^{n_k}}{\varepsilon} \right). \]
Taking into account that \( n_k > k, n_0 = 1, n_{k-1} < \frac{1}{2} n_k \), we have
\[ n_{k+1} < 2 \left( 4n_k + \ln \frac{\hat{M}_0}{\varepsilon} \right), \]
\[ n_{k+1} + \ln \frac{\hat{M}_0}{\varepsilon} < 8 \left( n_k + \ln \frac{\hat{M}_0}{\varepsilon} \right), \]
from where we get
\[ n_{k+1} + \ln \frac{\hat{M}_0}{\varepsilon} < 8^{k+1} \left( 1 + \ln \frac{\hat{M}_0}{\varepsilon} \right), \]
\[ n_{k+1} < 2^{3(k+1)} \left( 1 + \ln \frac{\hat{M}_0}{\varepsilon} \right). \]
Since \( M_0 = \frac{1}{d} \) and hence, \( \ln^+ \frac{M_0}{\varepsilon} = \ln \frac{1}{\varepsilon d} \), and \( m < \frac{4}{d} + 1 \), we have
\[ n_{m-1} < 2^{\frac{4m}{d}} \left( 1 + \ln \frac{1}{\varepsilon d} \right) < e^{\frac{4m}{d}} \left( 1 + \ln \frac{1}{\varepsilon d} \right). \]
This inequality together with (5.6) imply
\[ M_m < \hat{M}_0 2^{2n_{m-1}} < \exp \left\{ 2n_{m-1} + \ln \frac{1}{\varepsilon d} \right\} \]
\[ < \exp \left\{ 2e^{\frac{4m}{d}} \left( 1 + \ln \frac{1}{\varepsilon d} \right) + \ln \frac{1}{\varepsilon d} \right\} < \exp \left\{ 3e^{\frac{4m}{d}} \left( 1 + \ln \frac{1}{\varepsilon d} \right) \right\}. \]
The proof of the theorem is complete. \( \square \)

We shall need the following lemma, which is a corollary of Theorem 5.2.

**Lemma 5.1.** Let \( \gamma \) be a closed rectifiable curve, \( l \) be a rectifiable curve joining a point of the curve \( \gamma \) with a point \( b \) which does not belong to \( \gamma \). Let \( 0 < \varepsilon < 1, \ 0 < d < 1 \) be given. Then there exists a function \( Q(\zeta, z) \), rational in \( z \) and having its only pole at \( b \), which is defined for \( \{ \zeta \in \gamma \} \times \{|z| < \infty\} \), piece-wise constant in \( \zeta \) and is such that the following conditions are satisfied:

a') For all \( z \) outside the \( d \)-neighborhood of the curve \( \gamma \cup l \) and all \( \zeta \in \gamma \) the inequality
\[ |Q(\zeta, z) - \frac{1}{\zeta - z}| < \varepsilon \]
holds;

b') For all \( z \) from \( \{|z - b| \geq d\} \) and all \( \zeta \in \gamma \) the inequality
\[ |Q(\zeta, z)| < \exp \left\{ C \left( 1 + \ln \frac{1}{\varepsilon d} \right) e^{\varepsilon \{\text{length}(\gamma) + \text{length}(l)\}} \right\} \]
holds, where \( C > 1 \) is an absolute constant.

\footnote{Piece-wise constant means that the curve \( \gamma \) can be cut into finitely many pieces \( \gamma_j \) in such a way that the restriction of \( Q(\zeta, z) \) to the set \( \{ \zeta \in \gamma_j \} \times \{|z| < \infty\} \) does not depend on \( \zeta \).}
where there exist a entire function $C$ and a part of the curve $\gamma$ which is entire in variable $x$. Let $\rho > 0$.

The inequality $\alpha < \gamma < 0$, $0 < \beta < \pi$, and satisfy inside this angle the condition $|\arg z| < \alpha$. Let $\rho > 0$, $\rho > 1/2$, are constants. For each $\alpha$, $0 < \alpha < \min \left( \beta, \pi - \frac{\pi}{2p} \right)$, there exists an entire function $G(z)$ whose growth does not exceed the normal type of order $\rho$, such that

$$G(z) = f(z) + g(z), \ |\arg z| \leq \alpha,$$

where $g(z)$ is bounded for $|\arg z| \leq \alpha$.

Proof. Let $\alpha < \gamma < \min \left( \beta, \pi - \frac{\pi}{2p} \right)$, $\kappa = \frac{\pi}{2\pi - 2\gamma}$. Note that $\kappa < \rho$. We construct an auxiliary function $G(z, \zeta, A)$, which is entire in variable $z$, jointly continuous with respect to the variables $z, \zeta, A$ on the set $\{|z| < \infty \} \times \{ |\arg \zeta| \geq \beta \} \times \{ A > 0 \}$, and such that the following conditions are satisfied:

a) $\left| \frac{1}{\zeta - z} - G(z, \zeta, A) \right| < e^{-A\zeta_1\zeta} |z|^\alpha$ for $z \in \{ |\arg z| \leq \alpha \} \cup \{ 1 < |z| < C_2 |\zeta| \}$, $C_2 < 1$;

b) $\left| G(z, \zeta, A) \right| < e^{A\zeta_1 z} |z|^\alpha$ for $1 < |\zeta| < C_2^{-1} |z| + 1$, $|z| > 1$, where $C_1, C_2, C_3, \ldots$ and below denote positive constants depending on $\alpha, \beta, \gamma$ only.

Denote by $L(R, \theta)$ the boundary of the region $D(R, \theta) = \{ \pi - \arg z < \theta, |z| > R \}$ parameterized in the negative direction. We consider the branch of the function $(-z)^\kappa$ in $D(R, \theta)$ taking positive values on the ray $\{ \arg z = \pi \}$. Observe that the values of the function $(-z)^\kappa$ on the rays $\{ \arg z = \pi \pm (\pi - \gamma) \}$ are pure imaginary.
If \( z \) is outside the closed region \( \bar{D}(R, \pi - \gamma) \) and \( \zeta \in \{ |\arg \zeta - \pi| \leq \pi - \beta \} \), then by the Cauchy theorem,

\[
\frac{1}{2\pi i} \int_{L(R, \pi - \gamma)} e^{A(-t)^\kappa} \frac{dt}{(t - z)} - \frac{1}{2\pi i} \int_{L(R, \pi - \gamma)} e^{A(-t)^\kappa} \frac{dt}{(t - z)} = \begin{cases} 0 & \text{if } |\zeta| < R < R', \\ \frac{e^{A(-\zeta)^\kappa}}{\zeta - z} & \text{if } R < |\zeta| < R'. \end{cases}
\]  

(5.8)

For \( R > |\zeta| \) and \( z \notin \bar{D}(R, \pi - \gamma) \) set

\[
G(z, \zeta, A) = \frac{e^{-A(-\zeta)^\kappa}}{2\pi i} \int_{L(R, \pi - \gamma)} e^{A(-t)^\kappa} \frac{dt}{(t - \zeta)(t - z)}.
\]  

(5.9)

It is clear that the integral in (5.9) is an analytic function of \( z \) outside the region \( D(R, \pi - \gamma) \). By (5.8) the right-hand side of (5.9) does not change if we replace the integration over \( L(R, \pi - \gamma) \) by the integration over \( L(R', \pi - \gamma) \) with \( R' > R \). We infer that the function \( G(z, \zeta, A) \) has an analytic continuation into the whole plane \( \{|z| < \infty\} \) and thus determines an entire function. We keep the notation \( G(z, \zeta, A) \) for this entire function and show that it satisfies the conditions a) and b).

First we verify that a) is satisfied. If \( z \) is not in the region \( D \left( \frac{1}{2} R, \pi - \alpha \right) \supset D(R, \pi - \gamma) \), and \( \zeta \in D(R, \pi - \beta) \) then, by (5.8), we have

\[
G(z, \zeta, A) = \frac{1}{\zeta - z} + \frac{e^{-A(-\zeta)^\kappa}}{2\pi i} \int_{L(R, \pi - \gamma)} e^{A(-t)^\kappa} \frac{dt}{(t - \zeta)(t - z)}.
\]

Since for \( |\arg \zeta - \pi| \leq \pi - \beta \) the condition \( Re(-\zeta)^\kappa \geq \cos \{ \kappa(\pi - \beta) \} |\zeta|^\kappa > 0 \) holds, whereas for \( |\arg t - \pi| = \pi - \gamma \) we have \( Re(-t)^\kappa = 0 \), we get the estimate

\[
\left| G(z, \zeta, A) - \frac{1}{\zeta - z} \right| \leq \frac{e^{-AC_5|\zeta|^\kappa}}{2\pi}
\]

(5.10)

\[
\times \left\{ \frac{e^{AR^\kappa}}{|\zeta| - R} \int_{|t| = R, |t - \pi| \leq \pi - \gamma} \frac{|dt|}{|t - z|} + \int_{R < |t| < \infty, |\arg t| = \pi - \gamma} \frac{|dt|}{|t - \zeta||t - z|} \right\} = \frac{e^{-AC_5|\zeta|^\kappa}}{2\pi} \left\{ e^{AR^\kappa} \left( \frac{1}{|\zeta| - R} I_1 + I_2 \right) \right\},
\]

where \( C_5 < 1 \).

Since the distance between the arc \( \{ |t| = R, |\arg t - \pi| \leq \pi - \gamma \} \) and the exterior of the region \( D \left( \frac{1}{2} R, \pi - \alpha \right) \) is not less than \( C_6 R \), we have \( I_1 \leq C_7 \). Let us estimate \( I_2 \). Observe that for \( |\arg t - \pi| = \pi - \gamma \) and \( |\arg \zeta - \pi| \leq \pi - \beta \), the inequality \( |t - \zeta| \geq |t| \sin(\beta - \gamma) \) holds. Therefore for \( |z| \leq \frac{1}{2} R \) we have

\[
I_2 \leq 2 \int_R^\infty \frac{du}{u \sin(\beta - \gamma)} \left( u - \frac{1}{2} R \right) \leq \frac{4}{R \sin(\beta - \gamma)}.
\]

If \( |\pi - \arg z| \geq \pi - \alpha \), taking into account \( |t - z| \geq |t| \sin(\gamma - \alpha) \), we have

\[
I_2 \leq 2 \int_R^\infty \frac{du}{(u \sin(\beta - \gamma))(u \sin(\gamma - \alpha))} \leq \frac{2}{R \sin(\beta - \gamma) \sin(\gamma - \alpha)}.
\]

Hence, if \( z \) is outside the region \( D \left( \frac{1}{2} R, \pi - \alpha \right) \), then \( I_2 \leq C_8 R^{-1} \).
Now we set \( R = C_9|\zeta| \) in (5.10), where \( C_9 = \left( \frac{1}{2}C_6 \right)^{1/\kappa} < 1 \), and assume that \( |z| > 1 \). Then \( R > 2|z| > 2 \), and we get the estimate

\[
G(z, \zeta, A) - \frac{1}{\zeta - z} \leq \frac{e^{-AC_9|\zeta|^\kappa}}{2\pi} \left\{ e^{\frac{2}{3}AC_9|\zeta|^\kappa} \frac{e^{\frac{2}{3}AC_9|\zeta|^\kappa} R C_7 + C_8 R^{-1}}{(C_9^{-1} - 1) R} \right\}
\]

\[
\leq C_{10} e^{-\frac{2}{3}AC_9|\zeta|^\kappa}, \quad 1 < |z| < \frac{1}{2}C_9|\zeta|.
\]

QED.

To verify that the condition b) is satisfied, we set \( R = 2C^{-1}_2|z| + 2 \) in (5.9).

We get \( 1 < |\zeta| < C^{-1}_2|z| + 1 = \frac{1}{2}R \)

\[
|G(z, \zeta, A)|
\]

\[
\leq \frac{e^{-AC_9|\zeta|^\kappa}}{2\pi} \left\{ \frac{e^{C^{-1}_2 A^4|z|^\kappa}}{R - |\zeta|} + \int_{R < |t| < \infty} \frac{|dt|}{R - |\zeta|} \right\}
\]

\[
\leq \frac{1}{2\pi} e^{AC_1|z|^\kappa} 4\pi + 2 \int_{R}^{\infty} \frac{du}{(u - |z|)^2}
\]

\[
\leq \frac{1}{2\pi} e^{AC_1|z|^\kappa} 4\pi + 2 \leq 3e^{AC_1|z|^\kappa}.
\]

Thus, we have constructed the auxiliary function. Set

\[
G(z, \zeta) = G(z, \zeta, 2K C^{-1}_1|\zeta|^\rho - \kappa),
\]

where \( K \) is the same constant as in (5.7). The function \( G(z, \zeta) \) is entire in the variable \( z \), jointly continuous on the set \( \{ |z| < \infty \} \times \{ |\arg \zeta| \geq \beta \} \), and satisfies the conditions
c)

\[
(5.11) \quad \left| \frac{1}{\zeta - z} - G(z, \zeta) \right| < e^{-2K|\zeta|\rho}
\]

for \( |\arg z| \leq \alpha \) and for \( 1 < |z| < C_2|\zeta|, \; (C_2 < 1); \)

d)

\[
(5.12) \quad |G(z, \zeta)| < e^{KC_1|z|^\rho}
\]

for \( 1 < |\zeta| < |\lambda| \) (to derive this condition from b) we take into account that \( \kappa < \rho \)).

Now we turn to the construction of the desired entire function \( G(z) \). Set

\[
G_n(z) = \frac{1}{2\pi i} \int_{z<n<|\zeta|<1} \frac{f(\zeta)G(z, \zeta)}{\zeta - z} d\zeta + \frac{1}{2\pi i} \int_{|\zeta|=n} \frac{f(\zeta)}{\zeta - z} d\zeta
\]

(5.13)

\[
\text{(the paths here and below are traversed in the following way: the ray \{arg} \zeta = \beta \}\text{is traversed from } \infty \text{ to 0, the ray \{arg} \zeta = -\beta \}\text{is traversed from 0 to } \infty, \text{the circle} \{|\zeta| = \text{const}\} \text{is traversed counterclockwise).}
\]

The function \( G_n(z) \) is analytic if \( |z| < n \). It is clear that for \( m > n > C^{-1}_2 \) we have

\[
G_m(z) - G_n(z)
\]

\[
= \frac{1}{2\pi i} \int_{n<|\zeta|<m} \frac{f(\zeta)G(z, \zeta)}{\zeta - z} d\zeta + \frac{1}{2\pi i} \left\{ \int_{|\zeta|=n} \frac{f(\zeta)}{\zeta - z} d\zeta - \int_{|\zeta|=m} \frac{f(\zeta)}{\zeta - z} d\zeta \right\}
\]

\[
\text{for } 1 < |\zeta| < |\lambda| \text{ (to derive this condition from b) we take into account that } \kappa < \rho \)
By the Cauchy theorem the equality

\[ 0 = \frac{1}{2\pi i} \left\{ \int_{n<|\zeta|<\infty} f(\zeta) d\zeta + \int_{|\zeta|=m} f(\zeta) - \int_{|\zeta|=n} f(\zeta) \right\} \frac{d\zeta}{\zeta - z} \]  

(5.15)

holds for \(|z| < n\). Subtracting the equality (5.15) from (5.14), we get

\[ G_m(z) - G_n(z) = \frac{1}{2\pi i} \int_{n<|\zeta|<\infty} f(\zeta) \left\{ G(z, \zeta) - \frac{1}{\zeta - z} \right\} d\zeta, \quad |z| < n. \]

From here, using (5.11), we have for \(1 < |z| < C_2 n\)

\[ |G_m(z) - G_n(z)| \leq \frac{1}{2\pi} \int_{n<|\zeta|<\infty} \exp\{K(1 + |\zeta|^\rho) - 2K|\zeta|^\rho\} |d\zeta|. \]

(5.16)

Since the right-hand side goes to 0 as \(n, m \to \infty\), the sequence \(\{G_n(z)\}\) converges to some entire function \(G(z)\) uniformly in each disc of finite radius. Let us show that this function has the desired properties.

By the Cauchy theorem for \(z \in \{C_2^{-1} < |z| < n, \arg z < \beta\}\) we have

\[ f(z) = \frac{1}{2\pi i} \left\{ - \int_{|\zeta|=C_2^{-1}} f(\zeta) + \int_{C_2^{-1}<|\zeta|<n} f(\zeta) \int_{|\zeta|=n} f(\zeta) \right\} \frac{d\zeta}{\zeta - z}. \]

(5.17)

Subtracting (5.17) from (5.13) we get

\[ G_n(z) - f(z) = \frac{1}{2\pi i} \int_{C_2^{-1}<|\zeta|<n} f(\zeta) \left\{ G(z, \zeta) - \frac{1}{\zeta - z} \right\} d\zeta \]

\[ - \frac{1}{2\pi i} \int_{|\zeta|=C_2^{-1}} f(\zeta) \frac{d\zeta}{\zeta - z}. \]

For \(|\arg z| \leq \alpha, 2C_2^{-1} < |z| < n\), by (5.11), we get the estimate

\[ |G_n(z) - f(z)| \leq \frac{1}{2\pi} \int_{C_2^{-1}<|\zeta|<n} \exp\{K(1 + |\zeta|^\rho) - 2K|\zeta|^\rho\} |d\zeta| + e^{KC_{13}}, \]

from where, letting \(n \to \infty\), we infer the relation \(|\arg z| \leq \alpha, |z| > C_2^{-1}\)

\[ |G(z) - f(z)| \leq \frac{1}{2\pi} \int_{C_2^{-1}<|\zeta|<\infty} \exp\{K(1 + |\zeta|^\rho) - 2K|\zeta|^\rho\} |d\zeta| + e^{KC_{13}}. \]

Thus we have proved that the difference \(G(z) - f(z)\) is bounded as \(|\arg z| \leq \alpha\).

Now we estimate the growth of the function \(G(z)\). Letting \(m \to \infty\) in (5.16) we get \((1 < |z| < C_2 n)\)

\[ |G(z) - G_n(z)| \leq \frac{1}{2\pi} \int_{|\zeta|<\infty} \exp\{K(1 + |\zeta|^\rho) - 2K|\zeta|^\rho\} |d\zeta|. \]

Hence, for sufficiently large \(n\) and for \(1 < |z| < C_2 n\), the inequality

\[ |G(z) - G_n(z)| < 1 \]

holds, therefore

\[ |G(z) - G_{(C_2^{-1}|z|)+1}(z)| < 1 \]

(5.18)
for sufficiently large $|z|$. Furthermore, by (5.7), (5.12), and (5.13) for $n = \lfloor \frac{1}{2} \rho \rfloor + 1$ the inequality

$$|G_n(z)| \leq \frac{1}{2\pi} \int_{\arg \zeta = \pm \beta} \exp\{K(1 + |\zeta|^\rho) + KC_1|z|^\rho\} |d\zeta|$$

(5.19)

$$+ \frac{1}{2\pi} \exp\{K(1 + n^\rho)\} 2\beta n \leq e^{KC_1n^\rho} \leq e^{KC_2|z|^\rho}$$

holds.

By (5.18) and (5.19) for sufficiently large $|z|$ we have $|G(z)| < \exp\{KC_1|z|^\rho\}$. The proof of the theorem is complete. $\square$

We shall need the following lemma, which can be derived from Theorem 5.3.

**Lemma 5.2.** Let $f(z)$ be a function satisfying the conditions of Theorem 5.3 for $\frac{1}{2} < \rho \leq 1$. Then, for each $\alpha$, $0 < \alpha < \min\left(\beta, \frac{1}{2}\left(\pi - \frac{\pi}{2\rho}\right)\right)$, there exists an entire function $G(z)$ whose growth does not exceed the normal type of order $\rho$, such that

$$G(z) = f(z) + g(z)$$

for $|\arg z| \leq \alpha$, where $g(z)$ is a function satisfying the estimate

$$|g(z)| < e^{-|z|^\rho}$$

(5.20)

in the angle $\{ |\arg z| \leq \alpha \}$ for sufficiently large $|z|$.

**Proof.** For each $\delta$, $0 < \delta < \frac{1}{2}\left(\pi - \frac{\pi}{2\rho}\right)$, we can find an entire function $\omega_\rho(z; \delta)$ not exceeding the normal type of order $\rho$ satisfying the estimate

$$e^{-K(\delta)|z|^\rho} \leq |\omega_\rho(z; \delta)| \leq e^{-2|z|^\rho}, \quad 2 < K(\delta) < \infty.$$ 

in the angle $\{ |\arg z| \leq \frac{1}{2}\left(\pi - \frac{\pi}{2\rho}\right) - \delta \}$ for sufficiently large $|z|$. If $1/2 < \rho < 1$, this can be done in the following way. Let

$$\omega(z) = \prod_{k=1}^\infty \left(1 - \frac{z}{k^{1/\rho}}\right).$$

The asymptotic formula (5.3) from Chapter 2 implies that for $0 < \delta \leq \arg z \leq \pi - \frac{\pi}{2\rho} - \delta$ and for sufficiently large $|z|$ the estimate

$$e^{-K_1(\delta)|z|^\rho} \leq |\omega(z)| \leq e^{-K_2(\delta)|z|^\rho}$$

holds, where $0 < K_2(\delta) < K_1(\delta) < \infty$. Therefore we can let

$$\omega_\rho(z; \delta) = \omega\left(\lambda_\delta z e^{\frac{z}{2}(\pi - \frac{\pi}{2\rho})}\right), \quad \lambda_\delta = \left(\frac{2}{K_2(\delta)}\right)^{1/\rho}.$$ 

If $\rho = 1$, set

$$\omega_1(z; \delta) = e^{-z}.$$ 

Choose $\delta$ in such a way that $\{ |\arg z| \leq \alpha \} \subset \{ |\arg z| < \frac{1}{2}\left(\pi - \frac{\pi}{2\rho}\right) - \delta \} \subset \{ |\arg z| \leq \beta \}$. Consider the function

$$f_1(z) = f(z)/\omega_\rho(z; \delta).$$
It is clear that this function is analytic in the angle \( \left\{ \arg z \leq \frac{\pi}{2} \left( \pi - \frac{2\pi}{3\rho} \right) - \delta \right\} \) and can be estimated there as
\[
|f_1(z)| \leq e^{K(1+|z|^\rho)}
\]
\((0 < K < \infty \text{ does not depend on } z)\). We apply Theorem 5.3 to \( f_1(z) \) (the role of the angle \( \{ \arg z < \beta \} \) is played by the angle \( \{ \arg z < \frac{\pi}{2} \left( \pi - \frac{2\pi}{3\rho} \right) - \delta \} \)). We get an entire function \( G_1(z) \) not exceeding the normal type of order \( \rho \), such that
\[
G_1(z) = f_1(z) + g_1(z),
\]
where \( g_1(z) \) is bounded for \( \arg z < \alpha \). Letting \( G(z) = G_1(z)\omega_\rho(z; \delta) \), we see that we get an entire function with the desired properties.

□

Now we turn to proof of Theorem 5.1.

PROOF. Observe that it suffices to consider the case \( 1/2 < \rho \leq 1 \). In fact, if \( \rho > 1 \), we choose a positive integer \( N \) such that \( N < \rho \leq 2N \). We construct an entire function \( G(z) \) of order \( \frac{\rho}{2N} \) whose set of deficient values contains \( \{ a_k \}_{k=1}^\infty \).

The function \( G(z^{2N}) \) has order \( \rho \) and, by the remark from Section 1 (p. ???) its set of deficient values also contains \( \{ a_k \}_{k=1}^\infty \).

Some notation which we are going to use:
\( \alpha \): a number satisfying \( 0 < \alpha < \frac{\pi}{2} \left( \pi - \frac{2\pi}{3\rho} \right) \).
\( \{ \theta_k \}_{k=1}^\infty \): a sequence of positive numbers satisfying the condition \( \theta_k \uparrow \alpha \) as \( k \uparrow +\infty \).
\( \theta_{-k} = -\theta_k, \; k = 1, 2, \ldots, \theta_0 = 0 \).
\( \eta_k = \frac{1}{2} \min(\theta_{k+1} - \theta_k, |\theta_k - \theta_{k-1}|) \).
\( \varepsilon_k = \exp(-2^{10}C\eta_k^{-1}) \), where \( C \) is the constant from Lemma 5.1.
\( \delta_{kn} = \exp(-\varepsilon_k 2^{n\rho}) \).
\( \Delta_k(n) = \{ \arg z - \theta_k | \leq \kappa \eta_k \}, \; 0 < \kappa < 1 \).
\( \sigma_n(\lambda) = \{ (1 - \lambda)2^n \leq |z| \leq (1 + \lambda)2^{n+1} \}, \; 0 < \lambda < 1 \).
\( E_{kn}^i = \Delta_k \left( \frac{i+1}{4} \right) \cap \sigma_n(2^{i-4}), \; i = 0, 1, 2 \) (for \( k > 0 \) see Figure 1).
\( \gamma_{kn}^i \) is the boundary of the set \( E_{kn}^i \).
\( l_{kn}^i = \{|z| = (1 + 2^{i-4})2^{n+1}, \; (-1)^n \theta_k \leq (-1)^n \arg z \leq \pi \} \).

Let \( \{ n_k \}_{k=1}^\infty \) be a sequence consisting of even positive integers, \( n_k \uparrow \infty \) as \( k \uparrow \infty \); define the sequence \( \{ n_{-k} \}_{k=1}^\infty \) by the equality \( n_{-k} = n_k + 1, \; k = 1, 2, \ldots \).

Set (see Figure 2)
\[
E_i = \bigcup_{|k|=1}^\infty \bigcup_{m=0}^{\infty} E_{kn_k+2m}^i.
\]

Denote by \( \Gamma_i \) the boundary of the set \( E_i \). It is easy to see that
\[
\Gamma_i = \bigcup_{|k|=1}^\infty \bigcup_{m=0}^{\infty} \gamma_{kn_k+2m}^i.
\]
We choose the sequence \( \{ n_k \}_{k=1}^\infty \) to be so rapidly increasing that the conditions (5.21)-(5.24) hold.

\[
\prod_{|k|=1}^\infty \prod_{n=n_k}^\infty \frac{1 + \delta_{kn}}{1 - \delta_{kn}} < \frac{16}{15},
\]

\[
\varepsilon_k^{-1} < 2^{n_k \rho},
\]

\[
\max(2^{n+8}, |a_k|) < \exp(\varepsilon_k 2^{n \rho - 1}) \quad \text{for } n \geq n_k,
\]

\[
\int_{\Gamma_1} |\zeta^{-2}| |d\zeta| < 1.
\]

Note that \( E_{kn}^0 \subset E_{kn}^1 \subset E_{kn}^2 \), and hence \( E_0 \subset E_1 \subset E_2 \). Later on we shall use the following convention: we consider the sets \( E_{kn}^i, \gamma_{kn}^i, \eta_{kn}^i \) only for those pairs \((k,n)\) of indices which participate in forming the sets \( E_i \) (that is, \( k \neq 0 \), \( n = n_k + 2m, m = 0, 1, 2, \ldots \)).

Our proof is organized in the following way. We would like to approximate the function \( \varphi(z) \) defined by the equalities

\[
\varphi(z) = a_{|k|}, \quad z \in E_{kn}^1,
\]

by an entire function \( G(z) \) having normal type of order \( \rho \) in such a way that the inequality

\[
|\varphi(z) - G(z)| \leq \exp \left\{ -\frac{1}{2} \varepsilon_k |z|^\rho \right\}, \quad z \in E_{kn}^0,
\]

holds. To do this, first we construct (Lemma 5.3) a function \( \omega(z) \), analytic in the half-plane \( \{ \Re z > -1 \} \) and such that

\[
|e^{-\varepsilon_k z^\rho}| \leq |\omega(z)| \leq 2|e^{-\varepsilon_k z^\rho}| \quad \text{for } z \in E_{kn}^1,
\]

\[
|\omega(z)| \leq \exp\{ (|z| + 1)^\rho \} \quad \text{for } \Re z > -1.
\]

Next, with the help of the function \( \omega(z) \) we construct (Lemma 5.4) a function \( F(z) \), analytic in the half-plane \( \{ \Re z > 0 \} \), and such that

\[
|\varphi(z) - F(z)| < \frac{1}{2} \exp \left\{ -\frac{1}{2} \varepsilon_k z^\rho \right\}, \quad z \in E_{kn}^0,
\]

\[
\ln |F(z)| \leq O ( (|z| + 1)^\rho ), \quad \Re z > 0.
\]

Finally, approximating, by Lemma 5.2, the function \( F(z) \) in the angle \( \{ |\arg z| \leq \alpha \} \) by an entire function \( G(z) \), we get the desired function.

In our proofs of Lemmas 5.3 and 5.4 we use an auxiliary function \( Q_i(\zeta, z) \), defined on the set \( \{ \zeta \in \Gamma_i \} \times \{ |z| < \infty \} \), \( i = 0, 1, 2 \). We construct this function first. It is easy to check that the curves \( \gamma_{kn}^i \) and \( \eta_{kn}^i \) (\( i = 1, 2 \)) do not intersect the set \( E_{k-1} \), and their distance from this set is not less than \( d_{kn} = \eta_k 2^{n-4} \). Denote by \( D_{kn}^i \) the \( d_{kn} \)-neighborhood of the curve \( \gamma_{kn}^i \cup \eta_{kn}^i \) (see Figure 3). We apply Lemma 5.1 with \( \gamma = \gamma_{kn}^1, \quad l = l_{kn}^1, \quad b = -(1 + 2^{i-4}) 2^{n+1}, \quad \varepsilon = 4^{-n-2} \exp \{-5 \varepsilon_k 2^{n \rho}\}, \quad d = d_{kn} \).

We get a function \( Q_{kn}^i(\zeta, z) \), defined on the set \( \{ \zeta \in \gamma_{kn}^i \} \times \{ |z| < \infty \} \), holomorphic
with respect to \( z \) in the half-plane \( \{ \Re z > -1 \} \), piecewise-constant with respect to \( \zeta \) and satisfying the conditions\(^5\):

\[
(5.25) \quad |Q_{kn}^i(\zeta, z) - \frac{1}{\zeta - z}| < 4^{-n-2} \exp(-5\varepsilon_k 2^{n\rho}), \quad \zeta \in \gamma_{kn}^i, \ z \in CD_{kn},
\]

\[
(5.26) \quad |Q_{kn}^i(\zeta, z)| < \exp(\varepsilon_k^{1/2} 2^{n\rho-1}), \quad \zeta \in \gamma_{kn}^i, \ \Re z > -1.
\]

We derive the inequality (5.26) from the statement \( b' \) of Lemma 5.1. We have

\[
\frac{1}{\varepsilon d} = \frac{1}{4^{-n-2} \exp(-5\varepsilon_k 2^{n\rho}) \eta_k 2^{n-4}} = \frac{1}{\eta_k} 2^{n+8} \exp(5\varepsilon_k 2^{n\rho}),
\]

but by (5.22), for \( n \geq n_k \) we have

\[
\frac{1}{\eta_k} = \frac{1}{2^{10} C} \ln \frac{1}{\varepsilon_k} \leq \frac{1}{\varepsilon_k} \leq 2^{n_k \rho} \leq 2^n < 2^{n+8},
\]

and by (5.23) the inequality

\[
2^{n+8} < \exp(\varepsilon_k 2^{n\rho-1}) < \exp(\varepsilon_k 2^{n\rho})
\]

holds. Therefore

\[
\frac{1}{\varepsilon d} < \exp(7\varepsilon_k 2^{n\rho}), \ln \frac{1}{\varepsilon d} < 7\varepsilon_k 2^{n\rho},
\]

and, taking into account (5.22) again, we get

\[
1 + \ln \frac{1}{\varepsilon d} < 1 + 7\varepsilon_k 2^{n\rho} < 8\varepsilon_k 2^{n\rho} = \varepsilon_k 2^{n+3}.
\]

Further, it is easy to check that \( \text{length}(\gamma_{kn}^i) < 2^{n+3} \), \( \text{length}(l_{kn}^i) < 2^{n+3} \), therefore

\[
\frac{1}{d} (\text{length}(\gamma) + \text{length}(l)) \leq \frac{2^{n+4}}{\eta_k 2^{n-4}} = \frac{2^8}{\eta_k}.
\]

Thus

\[
\exp \left\{ C \left(1 + \ln \frac{1}{\varepsilon d}\right) e^{\frac{28}{\eta_k} \text{length}(\gamma) + \text{length}(l)} \right\} < \exp \left\{ C \varepsilon_k 2^{n\rho+3} e^{\frac{28}{\eta_k}} \right\} = \exp \left\{ C \varepsilon_k^{3/4} 2^{n\rho+3} \right\}.
\]

Observing that\(^6\) \( C \varepsilon_k^{1/4} = C \exp \left\{ \frac{2^8 C}{\eta_k} \right\} \leq \frac{\eta_k}{2^8 e} < \frac{\pi}{2^{10} e} < 2^{-9} \), we get the inequality (5.26).

The function \( Q_{kn}^i(\zeta, z) \) is defined on the set \( \{ \zeta \in \gamma_{kn}^i \} \times \{ |z| < \infty \} \). Since for fixed \( i \) the sets \( \gamma_{kn}^i \) are pairwise disjoint and their union is equal to \( \Gamma_i \), we can define on the set \( \{ \zeta \in \Gamma_i \} \times \{ |z| < \infty \} \) a function \( Q_i(\zeta, z) \) by letting

\[
Q_i(\zeta, z) = Q_{kn}^i(\zeta, z) \text{ for } \zeta \in \gamma_{kn}^i, \ |z| < \infty.
\]

As is easy to see, the inequalities (5.25) and (5.26) will remain valid if we replace \( Q_{kn}^i(\zeta, z) \) by \( Q_i(\zeta, z) \).

We define a function \( \psi(z) \) on the set \( E_2 \) by

\[
\psi(z) = e^{-\varepsilon_k z^\rho}, \ z \in E_{kn}^2.
\]

\(^5\)In this section by \( CD \) we denote the complement of the set \( D \) in the complex plane.

\(^6\)It is easy to see that the function \( e^{\varepsilon k x} / x \) takes its minimum value on \( (0, \infty) \) at \( x = 1 \), hence \( e^{-x} \leq (ex)^{-1} \) for \( x > 0 \).
Observe that for $z \in E_{kn}^1$ the inequality
\begin{equation}
\exp \left\{ -\frac{5}{2} \varepsilon_k 2^{n^p} \right\} \leq |\psi(z)| \leq \exp \left\{ -\varepsilon_k 2^{n^p-1} \right\}
\end{equation}
holds.

**Lemma 5.3.** There exists a function $\omega(z)$ analytic in the half-plane $\{ \text{Re} z > -1 \}$, such that
\begin{equation}
1 < |\omega(z)/\psi(z)| < 2, \ z \in E_1,
\end{equation}
\begin{equation}
|\omega(z)| < \exp\{(|z| + 1)^p\}, \ \text{Re} z > -1.
\end{equation}

**Proof.** Set
\begin{equation}
\omega_{kn}(z) = 1 + \frac{1}{2\pi i} \int_{\gamma_{kn}^2} \{\psi(\zeta) - 1\} Q_2(\zeta, z) d\zeta.
\end{equation}
Since $Q_1(\zeta, z)$ is a piecewise-constant function of $\zeta$, and it is analytic with respect to $z$ in the half-plane $\{ \text{Re} z > -1 \}$, the integral in (5.30) makes sense, and the function $\omega_{kn}(z)$ is analytic in the half-plane $\{ \text{Re} z > -1 \}$. Let us show that the following inequalities hold:
\begin{equation}
|\omega_{kn}(z)| < \exp(\varepsilon_k^{1/2} 2^{n^p+1}), \ \text{Re} z > -1,
\end{equation}
\begin{equation}
3/4 < |\omega_{kn}(z)/\psi(z)| < 5/4, \ z \in E_{kn}^1,
\end{equation}
\begin{equation}
|\omega_{kn}(z) - 1| < \delta_{kn}, \ z \in CD_{kn}^2 \setminus E_{kn}^2.
\end{equation}
Since length($\gamma_{kn}^2$) < $2^{n+3}$ and $|\psi(\zeta)| < 1$, using (5.26) we get
\begin{equation}
|\omega_{kn}(z)| \leq 1 + \frac{1}{2\pi} \cdot 2 \cdot 2^{n+3} \exp(\varepsilon_k^{1/2} 2^{n^p}) < 2^{n+3} \exp(\varepsilon_k^{1/2} 2^{n^p}).
\end{equation}
On the other hand, by (5.23), we have $2^{n+3} < \exp(\varepsilon_k 2^{n^p-1}) < \exp(\varepsilon_k^{1/2} 2^{n^p})$, and the inequality (5.31) is proved.

Further we set
\begin{equation}
\psi_{kn}(z) = 1 + \frac{1}{2\pi i} \int_{\gamma_{kn}^2} \{\psi(\zeta) - 1\} \frac{d\zeta}{\zeta - z}.
\end{equation}
By the Cauchy formula,
\begin{equation}
\psi_{kn}(z) = \begin{cases} 
\psi(z), & z \in E_{kn}^1, \\
1, & z \in CE_{kn}^2.
\end{cases}
\end{equation}
Since
\begin{equation}
\omega_{kn}(z) - \psi_{kn}(z) = \frac{1}{2\pi i} \int_{\gamma_{kn}^2} \{\psi(\zeta) - 1\} \left\{Q_2(\zeta, z) - \frac{1}{\zeta - z}\right\} d\zeta,
\end{equation}
by application of (5.25), we get that for $z \in CD_{kn}^2$ the inequality
\begin{equation}
|\omega_{kn}(z) - \psi_{kn}(z)| \leq \frac{1}{2\pi} \cdot 2 \cdot 2^{n+3} \cdot 4^{-n-2} \exp(-5\varepsilon_k 2^{n^p})
\end{equation}
\begin{equation}
< \frac{1}{4} \exp(-5\varepsilon_k 2^{n^p})
\end{equation}
holds, from where, by (5.34) and (5.27), we get
\begin{equation}
|\omega_{kn}(z) - \psi(z)| < \frac{1}{4} |\psi(z)|, \ z \in E_{kn}^1 \cap CD_{kn}^2 = E_{kn}^1,
\end{equation}
thus (5.32) is proved. The relation (5.33) follows immediately from (5.35) and (5.34).

We define the desired function \( \omega(z) \) as

\[
\omega(z) = \frac{3}{2} \prod_{|k|=1}^{\infty} \prod_{m=0}^{\infty} \omega_{k,n_k+2m}(z).
\]

The infinite product converges absolutely and uniformly in each bounded region \( \Omega \) from \( \{ \text{Re}z > -1 \} \), and, hence, the function \( \omega(z) \) is analytic in this half-plane. In fact, for sufficiently large \( n \) we have \( \Omega \subset CD_{k_n}^2 \setminus E_{k_n}^2 \), hence, all \( \omega_{k,n_k+2m}(z) \) except possibly finitely many satisfy the inequality (5.33). Since (5.21) implies the convergence of the series

\[
\sum_{|k|=1}^{\infty} \sum_{m=0}^{\infty} \delta_{k,n_k+2m},
\]

we can apply Theorem 3.1 from Chapter 2.

Now let \( z \in E_1 \). Since the sets \( E_{k,n}^1 \) are pairwise disjoint, \( z \) belongs to only one of them; for the corresponding multiplier \( \omega_{k,n}(z) \) the inequality (5.32) holds. The other sets \( E_{k,n}^2 \) not only do not contain \( z \), but even \( z \in CD_{k_n}^2 \setminus E_{k_n}^2 \) holds, and the corresponding multipliers satisfy (5.33). Taking into account (5.21) we have (prime near a product sign means that one of the terms is omitted)

\[
|\omega(z)| \leq 3 \cdot 5^4 \psi(z) \prod_{|k|=1}^{\infty} \prod_{m=0}^{\infty} (1 + \delta_{k,n_k+2m})
\]

\[
\leq 15 \cdot 8^4 \psi(z) \prod_{|k|=1}^{\infty} \prod_{n=n_k}^{\infty} \frac{1 + \delta_{kn}}{1 - \delta_{kn}} \leq 2|\psi(z)|,
\]

\[
|\omega(z)| \geq 3 \cdot 3^4 \psi(z) \prod_{|k|=1}^{\infty} \prod_{m=0}^{\infty} (1 - \delta_{k,n_k+2m})
\]

\[
\geq 9 \cdot 3^4 \psi(z) \prod_{|k|=1}^{\infty} \prod_{n=n_k}^{\infty} \frac{1 - \delta_{kn}}{1 + \delta_{kn}} \geq |\psi(z)|.
\]

Let us prove the inequality (5.29). For each \( z \in \{ \text{Re}z > -1 \} \cap \{ |z| \geq 2 \} \) we choose a positive integer \( N \) such that \( 2^N \leq |z| < 2^{N+1} \). Then \( z \in CD_{k_n}^2 \setminus E_{k_n}^2 \) for all sets of indices \( k \) and \( n \), except possibly those for which \( n = N - 1, N, N + 1 \).

We divide the set of all pairs \( (k, n) \) of indices used in the construction of the set \( E_2 \) into two subsets: the set \( V_1 \) of those pairs for which \( z \in CD_{k_n}^2 \setminus E_{k_n}^2 \) and the set \( V_2 \) of the remaining pairs. It is clear that by (5.33) and (5.21) we have

\[
\prod_{(k,n) \in V_1} |\omega_{k,n}(z)| \leq \prod_{(k,n) \in V_1} (1 + \delta_{kn}) \leq \prod_{|k|=1}^{\infty} \prod_{n=n_k}^{\infty} \frac{1 + \delta_{kn}}{1 - \delta_{kn}} \leq \frac{16}{15}.
\]
Now, if $V_2$ is non-empty, by (5.31) we get
\[
\prod_{(k,n) \in V_2} |\omega_{kn}(z)| \leq \prod_{(k,n) \in V_2} \exp(\varepsilon_k^{1/2} 2^n) \leq \prod_{|k|=1}^{\infty} \prod_{n=N-1}^{N} \exp(\varepsilon_k^{1/2} 2^n) \\
\leq \prod_{|k|=1}^{\infty} \exp(3\varepsilon_k^{1/2} 2^{(N+1)n}) = \exp \left( \sum_{|k|=1}^{\infty} 3\varepsilon_k^{1/2} \right).
\]
Since
\[
\sum_{|k|=1}^{\infty} \varepsilon_k^{1/2} = \sum_{|k|=1}^{\infty} \exp \left( -\frac{2^9 C}{\eta_k} \right) \leq \sum_{|k|=1}^{\infty} \frac{\eta_k}{2^9 C} < \frac{\pi}{210} < \frac{1}{28},
\]
we get the estimate
\[
|\omega(z)| \leq \frac{3}{2} \cdot 16 \exp(2^{N_0}) < \exp(2^{N_0} + 1) \\
< \exp\{(2 + 1)^n\} < \exp\{(|z| + 1)^n\}.
\]
The lemma is proved. $\square$

Define a function $\varphi(z)$ on $E_1$ by the equality
\[
\varphi(z) = a_{|k|}, \ z \in E_{kn}^1.
\]

**Lemma 5.4.** There exists a function $F(z)$ analytic in the half-plane $\{\Re z > 0\}$, such that
\[
|\varphi(z) - F(z)| < \frac{1}{2}|\psi(z)|, \ z \in E_0,
\]
\[
|F(z)| \leq \exp(D_1(|z| + 1)^n), \ \Re z > 0,
\]
where $D_1 > 0$ is a constant.

**Proof.** By (5.27) the inequality (5.25) implies
\[
\left| Q_1(\zeta, z) - \frac{1}{\zeta - z} \right| < \left| \frac{\psi(\zeta)}{\zeta} \right|^2, \ \zeta \in \gamma_{kn}^1, \ z \in CD_{kn}^1.
\]
Observe that this inequality is valid, in particular, for $\zeta \in \Gamma_1, z \in E_0$, and also for $\zeta \in \Gamma_1, |z| \leq \frac{1}{4} |\zeta|$. Since for $\zeta \in \gamma_{kn}^1$ the inequality $|\zeta|^n \geq 2^n - 1 \geq \varepsilon_k^{1/2} 2^n - 1$ holds, the inequality (5.26) implies
\[
|Q_1(\zeta, z)| \leq \exp(|z|^n) \leq \exp(|z|), \ \zeta \in \Gamma_1, z \in \{\Re z > -1\}.
\]
Set
\[
\Gamma_{1,n} = \bigcup_{n_k+2m \leq n} \gamma_{k,n_k+2m}, \ n \geq n_1.
\]
Observe that $\Gamma_{1,n}$ is contained in the disc $\left\{ |z| \leq \frac{9}{4} 2^n \right\}$, $\Gamma_1 = \bigcup_{n=n_1}^{\infty} \Gamma_{1,n}$, and $\Gamma_1 \setminus \Gamma_{1,n}$ is contained in the complement of the disc $\left\{ |z| < \frac{7}{8} 2^n \right\}$.

Consider a sequence of functions analytic in the half-plane $\{\Re z > -1\}$:
\[
H_n(z) = \frac{1}{2\pi i} \int_{\Gamma_{1,n}} \frac{\varphi(\zeta)}{\omega(\zeta)} Q_1(\zeta, z) d\zeta.
\]
Let us show that this sequence converges uniformly in each bounded region contained in \( \{ \Re z > 0 \} \), and that the function \( H(z) = \lim_{n \to \infty} H_n(z) \) satisfies the conditions

\[
H(z) - \frac{\phi(z)}{\omega(z)} < \frac{1}{4}, \quad z \in E_0; \tag{5.40}
\]

\[
|H(z)| \leq \exp\{D_2(|z| + 1)^\rho\}, \quad \Re z > 0, \tag{5.41}
\]

where \( D_2 > 0 \) is a constant.

Let \( N \) be such that \( |z| \leq 2^N \) and \( m > n > N + 2 \). Since, by the Cauchy theorem,

\[
0 = \frac{1}{2\pi i} \int_{\Gamma_m \setminus \Gamma_n} \frac{d\zeta}{\omega(\zeta) (\zeta - z)},
\]

we have

\[
H_m(z) - H_n(z) = \frac{1}{2\pi i} \int_{\Gamma_m \setminus \Gamma_n} \phi(\zeta) \omega(\zeta) \left\{ Q_1(\zeta, z) - \frac{1}{\zeta - z} \right\} d\zeta.
\]

Using (5.28), (5.23), and (5.27) in succession, we get

\[
\left| \frac{\phi(\zeta)}{\omega(\zeta)} \right| \leq \left| \frac{a_{k|k|}}{\psi(\zeta)} \right| \leq 1 \frac{1}{|\psi(\zeta)|^2}, \quad \zeta \in \gamma_{k_n}, \tag{5.42}
\]

therefore using (5.38) we get

\[
|H_m(z) - H_n(z)| \leq \frac{1}{2\pi} \int_{\Gamma_m \setminus \Gamma_n} |\zeta^{-2}d\zeta| \leq \frac{1}{2\pi} \int_{\Gamma_1 \setminus \Gamma_n} |\zeta^{-2}d\zeta|. \tag{5.43}
\]

By (5.24), this implies that the sequence \( \{H_n(z)\} \) converges uniformly in each bounded region contained in \( \{ \Re z > 0 \} \).

Now, by the Cauchy formula we have

\[
\frac{\phi(z)}{\omega(z)} = \frac{1}{2\pi i} \int_{\Gamma_1} \frac{\phi(\zeta)}{\omega(\zeta) (\zeta - z)}, \quad z \in E_0, \quad |z| \leq 2^n,
\]

therefore

\[
H_n(z) - \frac{\phi(z)}{\omega(z)} = \frac{1}{2\pi i} \int_{\Gamma_1} \frac{\phi(\zeta)}{\omega(\zeta)} \left\{ Q_1(\zeta, z) - \frac{1}{\zeta - z} \right\} d\zeta,
\]

\[
z \in E_0, \quad |z| \leq 2^n.
\]

Using (5.42), (5.38), and (5.24), we get

\[
\left| H_n(z) - \frac{\phi(z)}{\omega(z)} \right| \leq \frac{1}{2\pi} \int_{\Gamma_1} |\zeta^{-2}d\zeta| < \frac{1}{4}, \quad z \in E_0, \quad |z| \leq 2^n,
\]

whence the inequality (5.40) follows.

Let us prove (5.41). Letting \( m \to +\infty \) in (5.43), we see that

\[
|H(z) - H_n(z)| < \frac{1}{4}, \quad |z| \leq 2^N, \quad n > N + 2,
\]

and, in particular,

\[
|H(z) - H_{N+3}(z)| < \frac{1}{4}, \quad |z| \leq 2^N. \tag{5.44}
\]
Suppose that \( N \) is chosen in such a way that \( 2^{N-1} \leq |z| < 2^N \). Using (5.42) and (5.39) we have

\[
|H_{N+3}(z)| = \left| \frac{1}{2\pi i} \int_{\Gamma_{1,N+3}} \frac{\varphi(\zeta)}{\omega(\zeta)} Q_1(\zeta, z) d\zeta \right|
\]

\[
\leq \frac{1}{2\pi} \int_{\Gamma_{1,N+3}} \left| \frac{1}{\psi(\zeta)} \right|^2 \exp(|\zeta|^p) d\zeta
\]

\[
\leq \frac{1}{2\pi} \max_{\zeta \in \Gamma_{1,N+3}} \left\{ \frac{\zeta}{|\psi(\zeta)|} \right\} \int_{\Gamma_{1,N+3}} |\zeta|^2 d\zeta
\]

\[
\leq \frac{1}{2\pi} \max_{\zeta \in \Gamma_{1,N+3}} \{ |\zeta|^2 \exp(3|\zeta|^p) \}.
\]

Since for \( \zeta \in \Gamma_{1,N+3}, 2^{N-1} \leq |z| < 2^N \) the inequality

\[
|\zeta| < \frac{9}{4} 2^{N+3} \leq 36 \cdot 2^{N-1} \leq 36|z|
\]

holds, we have

\[
|H_{N+3}(z)| \leq \exp\{D_3(|z| + 1)^p\},
\]

where \( D_3 > 0 \) is an absolute constant. Using this and (5.44) we get (5.41).

The function \( F(z) = H(z)\omega(z) \) satisfies the conditions (5.36) and (5.37). In fact, (5.40) implies

\[
|F(z) - \varphi(z)| < \frac{1}{4}|\omega(z)|, \quad z \in E_0,
\]

from where, using (5.28), we get (5.36). The estimate (5.37) follows from (5.41) and (5.29). The lemma is proved. \( \square \)

Theorem 5.1 follows from Lemmas 5.2 and 5.4. Let us show this. Let \( F(z) \) be the function from Lemma 5.4. By Lemma 5.2 there exists an entire function \( G(z) \) not exceeding normal type of order \( \rho \), such that

(5.45)

\[
G(z) = F(z) + g(z),
\]

where \( g(z) \) admits the estimate (5.20) in the angle \( \{ |\arg z| \leq \alpha \} \) for sufficiently large \(|z|\). Let us show that each of the numbers \( a_k \in \{a_k\}_{k=1}^\infty \) is a deficient value for the function \( G(z) \).

It is clear that for sufficiently large \(|z|\) the inequality \( |g(z)| < \frac{1}{2}|\psi(z)| \) \( (|\arg z| < \alpha) \) holds, therefore (5.45) and (5.36) imply

(5.46)

\[
|G(z) - \varphi(z)| \leq |\psi(z)|, \quad z \in E_0, \quad |z| > r_0.
\]

Fix a positive integer \( k \). If \( r > 2^{n_k} \), the circle \( \{ |z| = r \} \) intersects the part of \( E_0 \) for which \( \varphi(z) = a_k \) in one or two arcs of length \( \frac{1}{2} \eta_k r \). For each of these arcs, by (5.46) the inequality \( (|z| > \max(2^{n_k}, r_0)) \)

\[
|G(z) - a_k| \leq \exp(-\varepsilon_k r^\rho \cos \varphi) \leq \exp \left( -\frac{1}{2} \varepsilon_k r^\rho \right), \quad z = re^{i\varphi}
\]

holds. Therefore

\[
m(r, a_k, G) = \frac{1}{2\pi} \int_0^{2\pi} \ln^+ \left\{ \frac{1}{|G(re^{i\varphi}) - a_k|} \right\} d\varphi
\]

\[
> \frac{1}{2\pi} \frac{\eta_k}{2 \varepsilon_k r^\rho} > \frac{1}{8\pi} \eta_k \varepsilon_k r^\rho, \quad r > \max(2^{n_k}, r_0).
\]
Since \( T(r, G) \leq \ln^+ M(r, G) = O(r^p) \), we have \( \delta(a_k, G) > 0 \). The theorem is proved. \( \square \)

6. Stability of deficiencies

Let \( f(z) \) be a meromorphic function in the complex plane. All functions of the form \( f(az + b) \), \( a \neq 0 \) map the complex plane onto the same Riemann surface \( F \). Studying the asymptotic behavior of meromorphic functions given by the Riemann surfaces onto which they map their domains, it makes sense to study only those properties which are the same for all functions of the form \( f(az + b) \). From quantities characterizing the asymptotic behavior of \( f(z) \) it is natural to require that they do not change when we pass to \( f(az) \).

In Theorem 6.7 from Chapter 1 we described the changes which occur to the main quantities of the Nevanlinna theory when we pass from \( f(z) \) to \( f(az) \), \( a \neq 0 \). We saw (Theorem 1.6 from Chapter 2) that \( f(z) \) and \( f(az) \) have the same growth category and, as it was noted at the end of Section 1, the sets \( E_P, E_B, E_N, E_V \) of the functions \( f(z) \) and \( f(az) \) are the same, and the Nevanlinna and Valiron deficiencies are the same. Therefore it suffices to compare the functions \( f(z) \) and \( f(z + h) \).

We write \( f(z + h) = f_h(z) \) and mark all quantities related to \( f_h(z) \) with a subscript \( h \); the absence of this subscript means that the quantity is related to \( f(z) \). In Section 1 of Chapter 2 (see the proof of Theorem 1.6) we obtained the following inequalities

\[
(6.1) \quad n(r - 2|h|, a) \leq n_h(r - |h|, a) \leq n(r, a) \quad (r > 2|h|),
\]

\[
(6.2) \quad (1 + o(1))N(r - 2|h|, a) \leq N_h(r - |h|, a) \leq (1 + o(1))N(r, a),
\]

\[
(6.3) \quad (1 + o(1))T(r - 2|h|, f) \leq T_h(r - |h|, f) \leq (1 + o(1))T(r, f).
\]

These inequalities imply that \( n(r, a) \) and \( n_h(r, a) \), \( N(r, a) \) and \( N_h(r, a) \), \( T(r, f) \) and \( T_h(r, f) \) have, respectively, the same growth categories (Theorem 1.6 from Chapter 2). Therefore the sets of Borel exceptional values for \( f(z) \) and \( f(z + h) \) are the same. For Picard exceptional values this is obvious. This makes the example constructed by Dugué even more unexpected. Dugué constructed an example of functions \( f(z) \) and \( f(z + h) \) with different deficiencies.

**Example 1.** (Dugué) Let \( \psi(z) = e^{e^z} - 1 \). The entire function \( \psi(z) \) has simple zeros at points \( z_{pq} = \ln(2\pi p) + i \left( \frac{\pi}{2} + \pi q \right) \), \( p = 1, 2, 3, \ldots, q = 0, \pm 1, \pm 2, \pm 3, \ldots \). All these zeros are in the half-plane \( \{ \text{Re} z > 0 \} \). Let us show that

\[
(6.4) \quad T(r, \psi) = (1 + o(1)) \frac{e^r}{\sqrt{2\pi^3 r}}, \quad r \to \infty
\]
We have
\[ T(r, \psi) = T(r, e^{\pm x}) + O(1) = m(r, e^{\pm x}) + O(1) \]
\[ = \frac{1}{2\pi} \int_{0}^{2\pi} \{\text{Re} e^{x e^{i\varphi}}\}^+ d\varphi + O(1) \]
\[ = \frac{1}{2\pi} \int_{0}^{2\pi} e^{r e^{\cos \varphi}\{\cos(r \sin \varphi)\}}^+ d\varphi + O(1) \]
\[ = \frac{1}{\pi} \int_{0}^{\pi/2} e^{r e^{\cos \varphi}\{\cos(r \sin \varphi)\}}^+ d\varphi + O(1). \]

Applying Lemma 4.1 with \( \varphi(t) = \{\cos t\}^+ \), and taking into account that
\[ \lim_{r \to \infty} \frac{1}{r} \int_{0}^{r} \{\cos t\}^+ dt = \frac{1}{\pi}, \]
we get (6.4).

Applying the second main Nevanlinna inequality (2.8) from Chapter 3 to \( \psi(z) \)
we get the inequality
\[ (1 + o(1))T(r, \psi) < N(r, 0, \psi) + N(r, -1, \psi) + N(r, \infty, \psi) = N(r, 0, \psi), \]
which is valid outside some set of intervals of finite total length. Since the function
\( N(r, 0, \psi) \) is increasing, the inequality is valid everywhere on the real line. In fact,
if \( r \) is in an exceptional interval, then the left end of the interval is \( r' = r + o(1) \),
and
\[ N(r, 0, \psi) \geq N(r', 0, \psi) \geq (1 + o(1))T(r', \psi) \]
\[ = (1 + o(1)) \frac{e^{r'}}{\sqrt{2\pi^3 r'}} = (1 + o(1)) \frac{e^r}{\sqrt{2\pi^3 r}} = (1 + o(1))T(r, \psi). \]

In addition, we have \( N(r, 0, \psi) \leq T(r, \psi) + O(1) \), therefore
\[ (6.5) \quad N(r, 0, \psi) = (1 + o(1))T(r, \psi). \]

Now we consider the function
\[ f(z) = \psi(z)/\psi(-z). \]
The function \( f(z) \) has simple zeros at points \( z_{pq} \) and simple poles at points \( -z_{pq} \),
therefore \( N(r, 0, f) = N(r, \infty, f) = N(r, 0, \psi) \).

Observe that for \( x > 0 \) the inequality
\[ |\psi(-z)| \leq 1 + e^{x^2} \leq 1 + e^{\frac{1}{2}e^{-x^2}} \leq 1 + e, \quad z = x + iy, \]
holds, and that \( |\psi(z)| \leq 1 + e \) for \( x \leq 0 \). Therefore
\[ m(r, f) \geq \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \ln^+ \left( \frac{\psi(r e^{i\varphi})}{\psi(-r e^{i\varphi})} \right) d\varphi \]
\[ \geq \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \ln^+ \left( \frac{\psi(r e^{i\varphi})}{1 + e} \right) d\varphi = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \ln^+ |\psi(r e^{i\varphi})| d\varphi + O(1) \]
\[ = m(r, \psi) + O(1) = T(r, \psi) + O(1). \]

Now, by (6.5) and (6.6), we get
\[ T(r, f) \leq T(r, \psi(z)) + T(r, \psi(-z)) + O(1) = 2T(r, \psi) + O(1) \]
and
\[ T(r, f) = m(r, f) + N(r, f) \geq (1 + o(1))2T(r, \psi). \]
Thus

\[
T(r, f) = (2 + o(1))T(r, \psi),
\]

\[
\Delta(0, f) = \delta(0, f) = 1 - \lim_{r \to \infty} \frac{N(r, 0, f)}{T(r, f)} = 1 - \lim_{r \to \infty} \frac{N(r, 0, \psi)}{2T(r, \psi)} = \frac{1}{2},
\]

\[
\Delta(\infty, f) = \delta(\infty, f) = 1 - \lim_{r \to \infty} \frac{N(r, \infty, \psi)}{2T(r, \psi)} = \frac{1}{2}.
\]

Let \( h \) be a non-zero real number. Consider the function \( f_h(z) = f(z + h) \). It can be investigated in the same way as above. First of all,

\[
T(r, \psi_h(z)) = T(r, e^{e^{z+h}}) + O(1) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \{\text{Re} e^{r e^{i\varphi}}\}^+ d\varphi + O(1)
\]

\[
= e^h \frac{1}{2\pi} \int_{-\pi}^{\pi} \{\text{Re} e^{r e^{i\varphi}}\}^+ d\varphi + O(1) = e^h T(r, e^{e^z}) + O(1).
\]

In the same way as we got (6.5) we get

\[
N(r, 0, \psi_h(z)) = (1 + o(1))T(r, \psi_h(z)), \quad r \to \infty.
\]

Thus

\[
N(r, 0, f_h) = N(r, 0, \psi_h(z)) = (1 + o(1))e^h T(r, e^{e^z}),
\]

\[
N(r, \infty, f_h) = N(r, 0, \psi(−z − h)) = N(r, 0, \psi_h(−z)) = N(r, 0, \psi_h(z)) = (1 + o(1))e^{-h} T(r, e^{e^z}).
\]

Also,

\[
T(r, f_h) \leq T(r, \psi_h(z)) + T(r, \psi_h(z)) + O(1) = (e^h + e^{-h}) T(r, e^{e^z}) + O(1).
\]

Since for \( \text{Re} z > 0 \) the inequality \(|\psi(−z − h)| \leq 1 + e^{-h}\) holds, and for \( \text{Re} z \leq 0 \) we have \(|\psi(z + h)| \leq 1 + e^{h}\), in the same way as we proved (6.6) we get \( m(r, f_h) \geq T(r, \psi_h(z)) + O(1) \) and \( T(r, f_h) = m(r, f_h) + N(r, f_h) \geq (1 + o(1))(e^h + e^{-h}) T(r, e^{e^z}) \).

Thus

\[
T(r, f_h) = (1 + o(1))(e^h + e^{-h}) T(r, e^{e^z}), \quad r \to \infty.
\]

Now we easily get

\[
\Delta(0, f_h) = \delta(0, f_h) = \frac{e^{-h}}{e^h + e^{-h}},
\]

\[
\Delta(\infty, f_h) = \delta(\infty, f_h) = \frac{e^h}{e^h + e^{-h}}.
\]

If \( h = 0 \) we get the same formulas as before.

Thus, we see that the deficiencies of the function \( f(z + h) \) at \( 0 \) and \( \infty \) are different from the deficiencies of the function \( f(z) \). This could be shown in a more elementary way, following Dugué, but for us it is important to note that in the presented example the Nevanlinna and Valiron deficiencies coincide for \( 0 \) and for \( \infty \).

In Dugué’s example the function \( f(z) \) is of infinite order. Besides, although the deficiencies \( \delta_h(0) \) and \( \delta_h(\infty) \) change as \( h \) varies, they remain positive. We shall give an example of a meromorphic function \( f(z) \) having the maximal type of order one, for which \( \delta(\infty) = 0 \) but \( \delta_{-2}(\infty) = 1 \). We start by investigating some auxiliary functions.
Consider the entire function

\[ g(z) = g(z; r_k, n_k) = \prod_{k=1}^{\infty} \left\{ 1 - \left( \frac{z}{r_k} \right)^{n_k} \right\}, \tag{6.7} \]

where \( n_k \) are arbitrary positive integers, \( r_k \) are arbitrary positive numbers, satisfying the conditions \( r_{k+1} \geq 2r_k, r_1 > 1 \). Let us show that \( m(r, 0, g) \leq 4 \) for each such function. In fact, \( g(0) = 1 \) implies \( T(r, g) = m(r, 0, g) + N(r, 0, g) \). On the other hand,

\[
T(r, g) \leq \ln M(r, g) \leq \sum_{k=1}^{\infty} \ln \left\{ 1 + \left( \frac{r}{r_k} \right)^{n_k} \right\} \\
= \left( \sum_{r_k > r} + \sum_{r_k \leq r} \right) \ln \left\{ 1 + \left( \frac{r}{r_k} \right)^{n_k} \right\} \\
\leq \sum_{r_k > r} \left( \frac{r}{r_k} \right)^{n_k} + \sum_{r_k \leq r} n_k \ln \frac{r}{r_k} + \sum_{r_k \leq r} \left( \frac{r_k}{r} \right)^{n_k} \\
\leq \sum_{k=0}^{\infty} 2^{-k} + N(r, 0, g) + \sum_{k=0}^{\infty} 2^{-k} = N(r, 0, g) + 4.
\]

Hence, \( m(r, 0, g) \leq 4 \).

Consider, now, the meromorphic function

\[
\Phi(z) = \Phi(z; a_j, b_j, m_j, \sigma_j, \varepsilon) = \prod_{j=1}^{\infty} \varphi_j(z),
\]

\[
\varphi_j(z) = \left( \frac{z - b_j}{z - a_j} \right)^{m_j},
\]

where \( 0 < \varepsilon < \frac{1}{2} \); \( \{a_j\} \) is an arbitrary sequence of distinct complex numbers approaching \( \infty \); \( |a_j| > 1 \); \( m_j \) are arbitrary positive integers; \( \sigma_j \) is a sequence of positive numbers, such that the discs \( \{ |z - a_j| < \sigma_j \} \) are pairwise disjoint, and

\[
\sigma_j < 1, \sum_{j=1}^{\infty} m_j \sigma_j < \infty
\]

holds; complex numbers \( b_j \) are so close to \( a_j \), that for \( |z - a_j| \geq \sigma_j \) the inequalities \( |\varphi_j(z) - 1| < \varepsilon 2^{-j-1} \) and \( |1/\varphi_j(z) - 1| < \varepsilon 2^{-j-1} \) hold. It is clear that under these conditions the product (6.8) is absolutely and uniformly convergent in each disc in the complex plane, moreover, for \( z \notin \bigcup_j \{ |z - a_j| < \sigma_j \} \) the inequality

\[
|\Phi(z) - 1| = \left| \prod_{j=1}^{\infty} \{ 1 + (\varphi_j(z) - 1) \} - 1 \right| \\
\leq \max \left[ \prod_{j=1}^{\infty} \left( 1 + \frac{\varepsilon}{2^{j+1}} \right) - 1 \right], \left\{ 1 - \prod_{j=1}^{\infty} \left( 1 - \frac{\varepsilon}{2^{j+1}} \right) \right\} \\
\leq \max \left[ e^{\frac{\varepsilon}{2}} - 1, 1 - e^{-\frac{\varepsilon}{2^2}} \right] < \varepsilon
\]

(6.10)
holds. We have used the inequality \( \ln(1 - x) \geq -\frac{x}{1 - x} \geq -\frac{8}{7}x \) valid for \( 0 < x < \frac{1}{8} \).

The inequality (6.10) implies, in particular, that
\[
|\Phi(z)| \leq 2 \text{ for } z \notin \bigcup_j \{ |z - a_j| < \sigma_j \}.
\]

By the maximum modulus principle
\[
|\Phi(z)| \leq 2 \left( \frac{\sigma_j}{|z - a_j|} \right)^{m_j}.
\]

for each \( z \) in the disc \( \{ |z - a_j| < \sigma_j \} \). Therefore (6.9),
\[
m(r, \Phi) \leq O(1) + \sum_{j=1}^{\infty} \frac{1}{2\pi} \int_{|z-a_j|=r} \ln \left\{ 2 \left( \frac{\sigma_j}{|z-a_j|} \right)^{m_j} \right\} d\varphi.
\]

On the other hand,
\[
\int_{-\pi}^{\pi} \ln^+ \frac{\sigma_j}{|ae^{i\varphi} - |a_j|e^{i\alpha_j}|} d\varphi = \int_{\alpha_j - \frac{\pi}{2}}^{\alpha_j + \frac{\pi}{2}} \ln^+ \frac{\sigma_j}{|r - |a_j||e^{i(\alpha_j - \varphi)}|} d\varphi
\]
\[
\leq \int_{\alpha_j - \frac{\pi}{2}}^{\alpha_j + \frac{\pi}{2}} \ln^+ \frac{\sigma_j}{|a_j||\sin(\alpha_j - \varphi)|} d\varphi
\leq \frac{2}{\pi} \int_{0}^{\pi/2} \ln^+ \frac{2\sigma_j}{\pi|\theta|} d\theta = 2 \int_{0}^{\pi/2} \ln^+ \frac{2\sigma_j}{\pi|\theta|} d\theta = \frac{4\sigma_j}{\pi}.
\]

Therefore, by (6.9),
\[
(6.11) \quad m(r, \Phi) \leq O(1) + \frac{2}{\pi^2} \sum_{j=1}^{\infty} m_j \sigma_j = O(1).
\]

In the same way we show
\[
(6.12) \quad m(r, 1/\Phi) = O(1).
\]

The relations (6.11) and (6.12) imply
\[
(6.13) \quad N(r, \infty, \Phi) = N(r, 0, \Phi) + O(1).
\]

We shall assume that zeros of \( g(z) \) and poles of \( \Phi(z) \) are distinct. Then, by (6.11), (6.12), (6.13), we easily get for \( f(z) = g(z)\Phi(z) \) that
\[
(6.14) \quad m(r, 0, f) \leq m(r, 0, g) + m(r, 0, \Phi) = O(1),
\]
\[
(6.15) \quad N(r, \infty, f) = N(r, \infty, \Phi) = \sum_{j=1}^{\infty} m_j \ln^+ \frac{r}{|a_j|},
\]
\[
T(r, f) = N(r, 0, f) + m(r, 0, f) + O(1)
= N(r, 0, g) + N(r, 0, \Phi) + O(1)
= N(r, 0, g) + N(r, \infty, \Phi) + O(1)
= \sum_{k=1}^{\infty} n_k \ln^+ \frac{r}{r_k} + \sum_{j=1}^{\infty} m_j \ln^+ \frac{r}{|a_j|} + O(1).
\]

Since there is much freedom in the choice of \( n_k, r_k, m_j, a_j \) from the definition of \( f(z) \), this class of functions is suitable for construction of various examples.
4. DEFICIENT VALUES

Example 2. Choose the sequence \( \{r_k\} \) to be so rapidly increasing, that
\[
\sum_{k=1}^{\kappa-1} r_k (\ln r_k)^4 < \ln r_\kappa.
\]

Let \( a_k = r_k - 1, n_k = \lfloor r_k (\ln r_k)^4 \rfloor, m_k = \lfloor r_k (\ln r_k)^3 \rfloor \).
Then, by (6.16),
\[
T(r_\kappa, f) = \sum_{k=1}^{\kappa-1} r_k (\ln r_k)^4 \ln \frac{r_k}{r_k} + \sum_{k=1}^{\kappa} r_k (\ln r_k)^3 \ln \frac{r_{\kappa}}{r_k - 1} + O(\ln r_\kappa)
\]
\[
= O(\ln^2 r_\kappa) + r_\kappa (\ln r_\kappa)^3 \ln \frac{r_{\kappa}}{r_k - 1} = (1 + o(1)) \ln^3 r_\kappa.
\]

By (6.15),
\[
N(r_\kappa, \infty, f) = \sum_{k=1}^{\kappa} r_k (\ln r_k)^3 \ln \frac{r_k}{r_k - 1} + O(\ln r_\kappa) = (1 + o(1)) \ln^3 r_\kappa.
\]

Hence, \( N(r_\kappa, \infty, f) \sim T(r_\kappa, f) \) and \( \delta(\infty, f) = 0. \)

Now we consider the function \( f_{-2}(z) = f(z - 2) \). Let \( r_\kappa + 1 \leq r < r_{\kappa + 1} + 1 \).

Then
\[
N(r, \infty, f_{-2}) = \sum_{k=1}^{\kappa} [r_k (\ln r_k)^3] \ln \frac{r_k}{r_k + 1} \leq \sum_{k=1}^{\kappa} r_k (\ln r_k)^3 \ln \frac{r_k}{r_k - 1}.
\]

Observe that for sufficiently large \( r_k, k \geq \kappa_0 \), the measure (in radians) of the arc \( \{|z| = r_k\} \) contained in the disc \( \{|z - 2| < r_k - 1\} \) exceeds \( \pi/2 \) (the measure approaches \( 2\pi/3 \) as \( k \to \infty \)). Estimating \( N(r, 0, g_{-2}) \) from below we shall count only those zeros of \( g(z) \) which are in the angle \( \{|\arg z - \pi| < \pi/4\} \).

Then
\[
T(r, f_{-2}) \geq N(r, 0, f_{-2}) + O(1) \geq N(r, 0, g_{-2}) + O(1)
\]
\[
\geq \sum_{k=\kappa_0}^{\kappa} \frac{1}{4} r_k (\ln r_k)^4 \ln \frac{r_k}{r_k - 1} + O(\ln r).
\]

Fix some \( \kappa_1 > \kappa_0 \). Then from (6.17) and (6.17’), we get, for \( r_\kappa + 1 \leq r < r_{\kappa + 1} + 1 \),
\[
N(r, \infty, f_{-2}) \leq \sum_{k=\kappa_1}^{\kappa} r_k (\ln r_k)^3 \ln \frac{r_k}{r_k - 1} + O(\ln r),
\]
\[
T(r, f_{-2}) \geq \frac{1}{4} \sum_{k=\kappa_1}^{\kappa} r_k (\ln r_k)^4 \ln \frac{r_k}{r_k - 1} + O(\ln r)
\]
\[
\geq \frac{1}{4} \ln r_\kappa_1 \sum_{k=\kappa_1}^{\kappa} r_k (\ln r_k)^3 \ln \frac{r_k}{r_k - 1} + O(\ln r)
\]
\[
\geq \frac{1}{4} (\ln r_\kappa_1) N(r, \infty, f_{-2}) + O(\ln r).
\]

Hence
\[
\limsup_{r \to \infty} \frac{N(r, \infty, f_{-2})}{T(r, f_{-2})} \leq \frac{4}{\ln r_\kappa_1}.
\]

Letting \( \kappa_1 \to \infty \) in this inequality, we get
\[
\limsup_{r \to \infty} \frac{N(r, \infty, f_{-2})}{T(r, f_{-2})} = 0.
\]
that is, \( \delta(\infty, f) = 1 \).

It is easy to show that the functions \( n(r, 0, g) \) and \( n(r, \infty, \Phi) \) have the maximal type of order one, and, by (6.16), the function \( f(z) \) also has the maximal type of order one.

**Example 3.** If we let \( n_k = [r_k(\ln r_k)^3] \), \( m_k = [r_k(\ln r_k)^4] \) in the previous example, leaving all other parameters unchanged, we get an example with varying Valiron deficiency: \( \Delta(\infty, f(z)) = 0, \Delta(\infty, f(z - 2)) = 1 \). We leave details of this example to interested readers.

Observe that in Example 2 we have \( \Delta(\infty, f) = 1 > \delta(\infty, f) = 0 \), but if, before passing to the limit, we exclude from consideration values of \( r \) from the segments \([r_k - 1, r_k + 1]\), we would have \( \delta(\infty, f) = 1 \). The situation is similar for \( f(z - 2) \) in Example 3. This is a fundamental difference between Examples 2 and 3, and Dugué’s Example 1. Examples 2 and 3 show how we should “correct” the definition of deficiency to get its shift invariance for meromorphic functions of finite order.

Let \( E \) be a measurable set, \( E \subset (1, \infty) \), \( \chi(r, E) \) be the indicator function of this set, \( CE = (1, \infty) \setminus E \). We write \( E \in L \) if

\[
\limsup_{r \to \infty} \frac{1}{\ln r} \int_1^r \chi(t, E) dt < \infty.
\]

It is easy to show that for \( E \in L \)

\[
\int_1^\infty \chi(t, E) t^{-\sigma} dt < \infty
\]

for each \( \sigma > 0 \). In fact, if (6.18) is satisfied, then \( \int_1^r \chi(t, E) dt = O(\ln r) \), and therefore

\[
\int_1^r \chi(t, E) t^{-\sigma} dt = r^{-\sigma} \int_1^r \chi(t, E) dt + \sigma \int_1^r \frac{dt}{t^{1+\sigma}} \int_1^t \chi(\tau, E) d\tau
= r^{-\sigma} O(\ln r) + \sigma \int_1^r \frac{O(\ln t) dt}{t^{1+\sigma}} = O(1).
\]

In particular (\( \sigma = 1 \)) all sets of the class \( L \) have finite logarithmic measure (see the definition in Exercise 2 from Chapter 3, Section 1). Observe also that, if \( E' \in L \) and \( E'' \in L \), then \( E' \cup E'' \in L, E' \cap E'' \in L \).

Now we introduce the following definitions (all limits are taken as \( r \to \infty \)):

\[
\delta^*(a) = \sup_{CE \in L} \liminf_{r \to E} \frac{m(r, a)}{T(r, f)} = 1 - \inf_{CE \in L} \limsup_{r \to E} \frac{N(r, a)}{T(r, f)}
\]

\[
\Delta^*(a) = \inf_{CE \in L} \limsup_{r \to E} \frac{m(r, a)}{T(r, f)} = 1 - \sup_{CE \in L} \liminf_{r \to E} \frac{N(r, a)}{T(r, f)}.
\]

It is easy to check that in Example 2 the following relations hold: \( \delta(\infty) = 0, \Delta(\infty) = 1, \delta(\infty) = \Delta(\infty) = 1, \delta^*(\infty) = \Delta^*(\infty) = 1, \delta^*(\infty) = \Delta^*(\infty) = 1 \).

**Theorem 6.1.** For meromorphic functions of finite order the equalities

\[
\delta^*_h(a) = \delta^*(a), \quad \Delta^*_h(a) = \Delta^*(a)
\]

are satisfied for each \( h \).
PROOF. We give proof for $\delta^*(a)$, the proof for $\Delta^*(a)$ is similar. In this section we shall use the spherical characteristic $T(r, f)$, without reflecting this in our notation. Denote by $M_\varepsilon$ the set of intervals on which $\frac{d}{dr}\ln T(r) < \varepsilon, \varepsilon > 0$. Let us show that $CM_\varepsilon \subset L$. In fact, let $\Delta_r = CM_\varepsilon \cap (1, r)$. Then

$$\ln T(r) - \ln T(1) \geq \int_{\Delta_r} d\ln T(r) \geq \varepsilon \int_{\Delta_r} dr = \varepsilon \int_{1}^{r} \chi(t, CM_\varepsilon) dt.$$ 

Since the function $f(z)$ has finite order $\rho$, we have

$$\lim_{r \to \infty} \frac{1}{r} \int_{1}^{r} \chi(t, CM_\varepsilon) dt \leq \frac{\rho}{\varepsilon} < \infty,$$

that is, $CM_\varepsilon \subset L$. By (6.2) and (6.3) we get

$$\frac{N_h(r - |h|, a)}{T_h(r - |h|)} \leq (1 + o(1)) \frac{N(r, a)}{T(r - 2|h|)}.$$

Since $T(r)$ is a convex function of $\ln r$, for $r > 4|h|, 0 < \theta = \theta(r) < 1$, we have

$$T(r) = T(r - 2|h|) + \frac{dT(r - \theta |h|)}{d \ln r} \ln \frac{r}{r - 2|h|} \leq T(r - 2|h|)$$

$$+ \frac{dT(r)}{d \ln r} \frac{2|h|}{r - 2|h|} = T(r - 2|h|) + T'(r) \frac{2|h|r}{r - 2|h|}.$$

If $r \in M_\varepsilon, \varepsilon < (8|h|)^{-1}$, then (6.21) implies

$$\frac{T(r)}{T(r - 2|h|)} \leq 1 + 4|h| \varepsilon \frac{T'(r)}{T(r - 2|h|)} \frac{T'(r)}{T(r)} \frac{T(r - 2|h|)}{T(r)} \frac{2|h|r}{r - 2|h|} \leq \frac{1}{1 - 4|h| \varepsilon} < 1 + 8|h| \varepsilon.$$

By (6.20) and (6.22) we get, for $r \in M_\varepsilon$,

$$\frac{N_h(r - |h|, a)}{T_h(r - |h|)} \leq (1 + o(1))(1 + 8|h| \varepsilon) \frac{N(r, a)}{T(r)}.$$

Let $E_\varepsilon$ be an arbitrary set satisfying $E_\varepsilon \subset M_\varepsilon$ and $CE_\varepsilon \subset L$. Then

$$\limsup_{r \in E_\varepsilon} \frac{N_h(r - |h|, a)}{T_h(r - |h|)} \leq (1 + 8|h| \varepsilon) \limsup_{r \in E_\varepsilon} \frac{N(r, a)}{T(r)},$$

$$\inf_{\varepsilon, E_\varepsilon} \limsup_{r \in E_\varepsilon} \frac{N_h(r - |h|, a)}{T_h(r - |h|)} \leq \inf_{\varepsilon, E_\varepsilon} \limsup_{r \in E_\varepsilon} \frac{N(r, a)}{T(r)} \quad (\text{the infimum is taken over all } E_\varepsilon \text{ for all } 0 < \varepsilon < (8|h|)^{-1}).$$

But

$$\inf_{\varepsilon, E_\varepsilon} \limsup_{r \in E_\varepsilon} \frac{N}{T} = \inf_{CE \in L} \limsup_{r \in E_\varepsilon} \frac{N}{T}.$$

In fact, on one hand

$$\inf_{CE \in L} \limsup_{r \in E_\varepsilon} \frac{N}{T} \leq \inf_{CE \in L, E_\varepsilon \subset M_\varepsilon} \limsup_{r \in E_\varepsilon} \frac{N}{T} = \inf_{\varepsilon, E_\varepsilon} \limsup_{r \in E_\varepsilon} \frac{N}{T}.$$

On the other hand, if $CE \in L$, then $C(E \cap M_\varepsilon) = CE \cup CM_\varepsilon \subset L$, therefore

$$\inf_{CE \in L} \limsup_{r \in E_\varepsilon} \frac{N}{T} \geq \inf_{CE \in L} \limsup_{r \in E \cap M_\varepsilon} \frac{N}{T} = \inf_{\varepsilon, E_\varepsilon} \limsup_{r \in E_\varepsilon} \frac{N}{T}.$$
By (6.23) and (6.24) we get
\[ \inf_{CE \in L} \limsup_{r \in E} \frac{N_h(r-|h|,a)}{T_h(r-|h|)} \leq \inf_{CE \in L} \limsup_{r \in E} \frac{N(r,a)}{T(r)}, \]
that is, \( \delta^*(a, f(z+h)) \geq \delta^*(a, f(z)) \).
Applying this relation to \( f(z+h) \) and \( f((z+h)-h) \), we have
\[ \delta^*(a, f(z)) \geq \delta^*(a, f(z+h)) \]
and
\[ \delta^*(a, f(z)) = \delta^*(a, f(z+h)). \]
□

REMARK. We could define the deficiency in such a way that it would be shift invariant for functions (not necessarily of finite order) satisfying
\[ \lim_{r \to \infty} r^{-1} \ln T(r, f) = 0. \]
It suffices to define the deficiency in the same way as \( \delta^*(a) \), but with \( L \) consisting of sets \( E \) with zero relative measure, that is, satisfying
\[ \lim_{r \to \infty} \frac{1}{r} \int_1^r \chi(t, E) dt = 0. \]
The Dugué example shows that if we drop the restriction (6.25), the shift invariance of deficiency cannot be achieved no matter what sets (even the whole interval \( (1, \infty) \)) without a sequence \( r_n \to \infty \) we would exclude from consideration.

We preferred to define \( \delta^*(a) \) and \( \Delta^*(a) \) as above, since in the value distribution theory there are many results which are valid for \( r \) outside intervals of finite logarithmic measure, whereas consideration of larger exceptional sets would require significant extensions of the Nevanlinna theory.

THEOREM 6.2. The deficiencies of meromorphic functions satisfy the relation
\[ \sum_a \delta^*(a) \leq 2. \]

PROOF. Consider arbitrary distinct points \( a_j, j = 1, 2, \ldots, q \). By the definition of \( \delta^*(a) \) for each \( \varepsilon > 0 \) there exists a set \( E_j \) such that \( CE_j \) has finite logarithmic measure and \( m(r, a_j)/T(r, f) \geq \delta^*(a_j) - \varepsilon \) for \( r \in E_j, j = 1, \ldots, q \). The set \( E = \bigcap_{j=1}^q E_j \) is non-empty because the set \( CE \) has finite logarithmic measure. By Theorem 2.1 from Chapter 3 the inequalities
\[ \sum_{j=1}^q \frac{m(r, a_j)}{T(r, f)} \leq 2 + \frac{O(\ln r) + O(\ln T(r, f))}{T(r, f)}, \]
\[ \sum_{j=1}^q \delta^*(a_j) \leq 2 + \varepsilon q + \frac{O(\ln r) + O(\ln T(r, f))}{T(r, f)} \]
hold on \( E \), since the intervals on which the inequalities are not satisfied have finite measure, and without loss of generality we may assume that they are contained in \( CE \).
Letting \( r \to \infty \) and taking into account that \( \varepsilon \) can be chosen arbitrarily, we get the inequality
\[
\sum_{j=1}^{q} \delta^*(a_j) \leq 2,
\]
hence
\[
\sum_a \delta^*(a) \leq 2.
\]

**Theorem 6.3.** The following relation holds:
\[
(6.26) \quad \delta(a) \leq \delta^*(a) \leq \Delta^*(a) \leq \Delta(a).
\]

**Proof.** Only the middle inequality has to be verified, the other two follow from the definitions of \( \delta^*(a) \) and \( \Delta^*(a) \). Consider a set \( E_1 \) such that \( CE_1 \in L \) and
\[
\delta^*(a) \geq \liminf_{r \in E_1} \frac{m(r,a)}{T(r,f)} > \delta^*(a) - \varepsilon,
\]
and \( E_2 \) such that \( CE_2 \in L \) and
\[
\Delta^*(a) \leq \limsup_{r \in E_2} \frac{m(r,a)}{T(r,f)} < \Delta^*(a) + \varepsilon.
\]
Then
\[
\delta^*(a) - \varepsilon < \liminf_{r \in E_1} \frac{m(r,a)}{T(r,f)} \leq \liminf_{r \in E_1 \cap E_2} \frac{m(r,a)}{T(r,f)} \leq \limsup_{r \in E_1 \cap E_2} \frac{m(r,a)}{T(r,f)} \leq \limsup_{r \in E_2} \frac{m(r,a)}{T(r,f)} < \Delta^*(a) + \varepsilon.
\]
Since \( \varepsilon \) can be chosen to be arbitrarily small, we get \( \delta^*(a) \leq \Delta^*(a) \). \( \square \)

The inequality (6.26) implies that \( \delta^*(a) \) is a more precise characteristic of the distribution of exceptional \( a \)-points than the Nevanlinna deficiency \( \delta(a) \). The following result is also a corollary of (6.26).

**Theorem 6.4.** If \( \delta(a,f) = \Delta(a,f) \), then \( \delta(a,f) = \delta^*(a,f) = \Delta^*(a,f) \).

Together with Theorem 6.1 this result implies that for functions of finite order the equality \( \delta(a,f) = \Delta(a,f) \) implies \( \delta_1^*(a,f) = \Delta_1^*(a,f) = \delta(a,f) \). For functions of infinite order this implication does not hold, as is shown in Example 1.

Observe also, that it can happen that \( \delta^*(a) > \delta_h(a) \) for each \( h \) satisfying \( 0 \leq |h| < \infty \). To show this it is enough to modify Example 2 in the following way. In addition to \( a_k = r_k - 1 \) we introduce
\[
a'_k = -r_k + 1, \quad a''_k = i(r_k - 1), \quad a'''_k = -i(r_k - 1), \quad m'_k = m''_k = m'''_k = m_k.
\]
The modified function \( \Phi(z) \) is
\[
\Phi(z) = \prod_{k=1}^{\infty} \left\{ \frac{(z - b_k)(z - b'_k)(z - b''_k)(z - b'''_k)}{(z - a_k)(z - a'_k)(z - a''_k)(z - a'''_k)} \right\}^{m_k},
\]
where \( b_k, b'_k, b''_k, b'''_k \) are sufficiently close to \( a_k, a'_k, a''_k, a'''_k \), the rest of the construction remains unchanged. Repeating the argument from the example with minor modifications, we get that \( \delta_h(\infty) = 0 \) for each \( h \) whereas \( \delta^*(\infty) = 1 \).

Our next result distinguishes a rather wide class of functions for which \( \delta^*(a) = \delta(a) \).
Theorem 6.5. If the difference between the order and the lower order for a meromorphic function \( f(z) \) satisfies \( \rho - \lambda < 1 \), then

(6.27) \[ \delta^*(a) = \delta(a), \quad \Delta^*(a) = \Delta(a) \]

for all \( a \). The equality (6.27) takes place also for all meromorphic functions whose growth does not exceed the normal type of order one.

Corollary. If the conditions of Theorem 6.5 are satisfied, then \( \delta_h(a) = \delta(a) \) for each \( h \), that is, the deficiencies are shift invariant.

Proof. To prove \( \delta^*(a) = \delta(a) \) and \( \Delta^*(a) = \Delta(a) \), it suffices to show that for each \( 0 < K < \infty \) and each \( R, r < R < r + K \ln r \) the inequality

(6.28) \[ (1 + o(1)) \frac{N(r, a)}{T(r, f)} \leq \frac{N(R, a)}{T(R, f)} \leq (1 + o(1)) \frac{N(r + K \ln r, a)}{T(r + K \ln r, f)} \]

holds, since this inequality shows that exclusion from consideration of sets of class \( L \) does not affect the value of \( \lim \sup \frac{N}{T} \) and \( \lim \inf \frac{N}{T} \). On the other hand,

\[ T(r, f) \frac{N(r, a)}{T(r, f)} \leq \frac{N(R, a)}{T(R, f)} \leq \frac{N(r + K \ln r, a)}{T(r + K \ln r, f)} \]

Therefore in order to prove (6.28) it is enough to show that

\[ \lim_{r \to \infty} \frac{T(r + K \ln r)}{T(r)} = 1. \]

We have

\[ \frac{T(r + K \ln r)}{T(r)} = 1 + \frac{T'(r + \theta(r) K \ln r)}{T'(r)} K \ln r, \]

where \( 0 \leq \theta(r) \leq 1 \). Assume that (6.29) does not hold. Then there exists a sequence \( r_n \to \infty \) such that

\[ \frac{T'(r_n')}{T(r_n)} > \frac{\eta}{\ln r_n}, \quad \eta > 0, \quad r_n' = r_n + \theta(r_n) K \ln r_n. \]

Since

\[ \frac{d}{dr} T'(r) = o'(r) > 0, \]

the function \( r T'(r) \) is an increasing function and therefore

\[ T'(r) \geq \frac{r_n' T'(r_n')}{r}, \quad r \geq r_n', \]

whence

\[ \int_{r_n'}^{r_n} T'(r) dr \geq \int_{r_n'}^{r_n'} \frac{r_n' T'(r_n')}{r} dr, \]

(6.30) \[ T(r_n') \geq r_n' T'(r_n') + T(r_n') > \frac{r_n' \eta}{\ln r_n} T(r_n). \]

For all \( n \geq n_0(\varepsilon) \) we have \( r_n \leq r_n' < 2r_n \) and \( T(r_n) > r_n^{\lambda - \varepsilon}, \quad \varepsilon > 0. \)

From (6.30) we get

\[ T(6r_n) > \frac{r_n^{1+\lambda-\varepsilon}}{\ln r_n}. \]
Hence, \( \rho \geq 1 + \lambda - \varepsilon \) and, letting \( \varepsilon \to 0 \), we get \( \rho \geq 1 + \lambda \). Hence, if (6.27) does not hold, then \( \rho - \lambda \geq 1 \). Since for each transcendental meromorphic function \( \lim_{r \to \infty} \frac{T(r)}{\ln r} = \infty \), the inequality (6.30) implies

\[
\lim_{n \to \infty} \frac{T(6r_n)}{6r_n} = \infty,
\]

that is, if (6.27) does not hold, then \( f(z) \) has growth of at least maximal type of order one. \( \square \)

Examples 2, 3, and other examples based on the same ideas (we leave the constructions of such examples to interested readers) show that the assumptions of Theorem 6.5 cannot be significantly weakened. Nevertheless some additions to it can be made. For example, (6.30) immediately implies

**Theorem 6.6.** Let \( f(z) \) be a meromorphic function satisfying \( \rho = 1 + \lambda \). If one of the following conditions is satisfied:

(a) \( \lim_{r \to \infty} T(r)/r^\lambda \ln r = \infty \) and \( \limsup_{r \to \infty} T(r)/r^\rho < \infty \),

(b) \( \liminf_{r \to \infty} T(r)/r^\lambda > 0 \) and \( T(r) = o(r^\rho (\ln r)^{-1}) \),

then (6.27) holds.

Shift invariance of deficiencies takes place under weaker assumptions.

**Theorem 6.7.** Let \( f(z) \) be a meromorphic function satisfying \( \rho = 1 + \lambda \). If one of the following conditions is satisfied:

(a) \( \lim_{r \to \infty} T(r)/r^\lambda \ln r = \infty \) and \( \limsup_{r \to \infty} T(r)/r^\rho < \infty \),

(b) \( \liminf_{r \to \infty} T(r)/r^\lambda > 0 \) and \( T(r) = o(r^\rho) \),

then

\[
\delta_h(a) = \delta(a), \quad \Delta_h(a) = \Delta(a).
\]

for all \( h \).

The proof is similar to the proof of Theorem 6.5. For (6.31) to be satisfied it is enough that for each \( K, 0 < K < \infty \) the equality

\[
\lim_{r \to \infty} \frac{T(r + K)}{T(r)} = 1
\]

holds. It is clear that it is enough to show that

\[
\limsup_{r \to \infty} \frac{T(r + 1)}{T(r)} = 1.
\]

But \( T(r + 1) = T(r) + T'(r + \theta(r)), 0 \leq \theta(r) \leq 1 \). If (6.33) does not take place, then there exists a sequence \( r_n \to \infty \) such that

\[
\frac{T'(r_n')}{T(r_n)} > \eta, \quad \eta > 0,
\]

where \( r_n' = r_n + \theta(r_n) \). As before we get, that \( T(er_n') \geq r_n' T'(r_n') + T(r_n') \), therefore

\[
T(er_n') > \eta r_n' T(r_n).
\]

Theorem 6.7 follows immediately from the inequality (6.34).

Note that the conditions of Theorem 6.7 may be satisfied even when \( \delta^*(a) > \delta(a) \) or \( \Delta^*(a) < \Delta(a) \). We only give an example for which the condition (a) of Theorem 6.7 is satisfied and \( \delta^*(\infty) > \delta(\infty) \).
6. STABILITY OF DEFICIENCIES

Example 4. Let $\lambda > 0$, $\rho = \lambda + 1$. Consider the equation

\[
(6.35) \quad b^\rho \ln \frac{r}{b} = r^\lambda (\ln r)^{1/8}, \ b > 2^{\lambda + 8}.
\]

Taking into account the fact that the left-hand side of the equation is a linear function of $\ln r$ and the right-hand side is convex with respect to $\ln r$, it is easy to see that the equation (6.35) has two solutions in $[b, \infty)$, and these solutions, denotes by $R_1(b)$ and $R_2(b)$, $R_1(b) < R_2(b)$, satisfy $b < R_1(b) < 2b$, $\ln R_2(b) \sim \frac{4}{5} \ln b$ as $b \to \infty$. If $R_1(b) < r < R_2(b)$, the left-hand side of (6.35) is greater than the right-hand side.

We take the function $g(z; r_k, n_k)$ (see (6.7)), where the parameters $r_k$ and $n_k$ are chosen in the following way. Let $r_1 > 1$ be so large that $R_2(b) \geq 2b$ for each $b \geq r_1$. Set $r_{k+1} = R_2(r_k)$, $k = 1, 2, \ldots$, and $n_k = \lfloor r_k^\rho \rfloor$. Consider the meromorphic function $\Phi(z; a_j, b_j, m_j, \sigma_j, z)$ (see (6.8)), where $a_k = r_k - \sqrt{\ln r_k}$, $m_k = \left\lfloor r_k^\rho (\ln r_k)^{-\frac{1}{8}} \right\rfloor$. Let $f(z) = g(z) \Phi(z)$. By (6.16) we have $T(r, f) = N(r, 0, g) + N(r, \infty, \Phi) + O(1)$. It is easy to see that $n(r, 0, g) \leq (1 - 2^{-\rho})^{-1} r^\rho$ and hence $N(r, 0, g) = O(r^\rho)$ and $N(r, \infty, \Phi) = o(r^\rho)$. Hence $T(r, f) = O(r^\rho)$. If $r \in [r_k, r_{k+1})$, taking into account (6.35) we get

\[
T(r, f) \geq N(r, 0, g) + O(1) \geq r_k^\rho \ln \frac{r}{r_k} + r_k^\rho \ln \frac{r}{r_k} + O(\ln r)
\]

\[
\geq r_k^\rho \ln \frac{r}{r_k} + r_k^\rho \ln \frac{r}{r_k} + O(\ln r)
\]

\[
= r_k^\rho (\ln r_k)^{1/8} + r_k^\rho \ln \frac{r}{r_k} + O(\ln r).
\]

For $r_k \leq r < 2r_k$ the inequality

\[
T(r, f) \geq r_k^\rho (\ln r_k)^{1/8} + O(\ln r)
\]

holds, and for $2r_k \leq r < r_{k+1}$ the inequality

\[
T(r, f) \geq r_k^\rho \ln \frac{r}{r_k} + O(\ln r) \geq r_k^\rho (\ln r)^{1/8} + O(\ln r)
\]

holds. Hence

\[
\liminf_{r \to \infty} \frac{T(r, f)}{r^\lambda (\ln r)^{1/8}} > 0,
\]

and the function $f(z)$ satisfies the condition (a) of Theorem 6.7. Using (6.15) we get

\[
N(r_k, \infty, f) = N(r_k, \infty, \Phi) \sim \sum_{j=1}^{k} r_j^\rho (\ln r_j)^{-\frac{1}{8}} \ln \frac{r_k}{r_j - \sqrt{\ln r_j}}
\]

\[
\geq r_k^\rho (\ln r_k)^{-\frac{1}{8}} \ln \frac{r_k}{r_k - \sqrt{\ln r_k}} \sim r_k^\rho (\ln r_k)^{1/8},
\]

\[
N(r_k, 0, g) \leq \sum_{j=1}^{k} r_j^\rho \ln \frac{r_k}{r_j} = \sum_{j=1}^{k-1} r_j^\rho \ln \frac{r_k}{r_j}
\]

\[
= O \left( \frac{r_k^\rho \ln \frac{r_k}{r_k-1}}{r_k^\rho \ln \frac{r_k}{r_k-1}} \right) = O(r_k^\rho (\ln r_k)^{1/8}),
\]

\[
T(r_k, f) = N(r_k, 0, g) + N(r_k, \infty, \Phi) + O(1) \sim N(r_k, \infty, \Phi) = N(r_k, \infty, f).
\]
Hence \( \delta(\infty, f) = 0 \) and, by Theorem 6.7, \( \delta_h(\infty, f) = 0 \) for all \( h \).

Now let \( r_k + \sqrt{\ln r_k} \leq r \leq r_{k+1} - \sqrt{\ln r_{k+1}} \). Then

\[
N(r, \infty, f) \leq \sum_{j=1}^{k} r_j^n (\ln r_j)^{-1/4} \ln \frac{r}{r_j - \sqrt{\ln r_j}} = O \left( r_k^n (\ln r_k)^{-1/4} \ln \frac{r}{r_k - \sqrt{\ln r_k}} \right),
\]

\[
N(r, 0, g) \geq r_k^n \ln \frac{r}{r_k}
\]

Since for \( r_k + \sqrt{\ln r_k} \leq r \leq r_{k+1} - \sqrt{\ln r_{k+1}} \) the inequality

\[
\frac{\ln \frac{r}{r_k - \sqrt{\ln r_k}}}{\ln \frac{r}{r_k}} \leq \frac{\ln \frac{r_k + \sqrt{\ln r_k}}{r_k - \sqrt{\ln r_k}}}{\ln \frac{r_k + \sqrt{\ln r_k}}{r_k}} \to 2, \ k \to \infty,
\]

holds, we have \( N(r, \infty, f) = o(N(r, 0, g)) \) as \( r \to \infty \), if we exclude from \( [0, \infty) \) the set \( E = \bigcup_{k=1}^{\infty} \{ r - r_k < \sqrt{\ln r_k} \} \). It is easy to see that \( E \in L \). Since for \( r \in CE \) the relation \( N(r, \infty, f) = o(N(r, 0, g)) = o(T(r, f)) \) holds, we get \( \delta^*(\infty, f) = 1 \), that is, \( \delta^*(\infty, f) > \delta(\infty, f) \).

**Remark 1.** In many situations the easiest way to verify that \( \delta^*(a) = \delta(a) \) is to check that the condition (6.33) is satisfied.

**Remark 2.** It is clear that for fixed \( a \) the statements of Theorems 6.5, 6.6, and 6.7 remain true if the conditions of the theorems are imposed onto \( N(r, a) \) instead of \( T(r, f) \), for example, if in Theorem 6.5 we require

\[
\rho[N(r, a)] - \lambda[N(r, a)] < 1.
\]

In fact, \( N(r, a) \) is also an increasing function convex with respect to the logarithm, and our proof is based on these properties of \( T(r, f) \) only.

Passage from \( f(z) \) to \( f(z + h) \) can be considered as a passage from exhaustion of the plane by circles \( \{|z| = r\} \) to exhaustion of the plane by circles \( \{|z + h| = r\} \).

We can generalize this problem and consider the exhaustion of the complex \( z \)-plane by a family \( \gamma_r \) of curves which are images of the family of circles \( \{|z| = r\} \) under a homeomorphic mapping of the complex plane onto itself. We assume, for simplicity, that for \( r \leq r_0 \) we have \( \gamma_r = \{|z| = r\} \). Let \( D_r \) be the closed region bounded by the curve \( \gamma_r \). Denote by \( n_\gamma(r, a) \) the number of \( a \)-points of the function \( f(z) \) in \( D_r \), by \( \pi_\gamma(r, f) \) the (measured in the spherical metric) area of the piece of the Riemann surface onto which the function \( w = f(z) \) maps \( D_r \). After this the quantities \( N_\gamma(r, a), T_\gamma(r, f), \delta_\gamma(a, f), \Delta_\gamma(a, f), \delta^*_\gamma(a, f), \) and \( \Delta^*_\gamma(a, f) \) are introduced in the usual manner. Let \( r_1(r) = \min_{z \in \gamma_r} |z|, r_2(r) = \max_{z \in \gamma_r} |z| \).

**Theorem 6.8.** If

\[
Ar - B < r_1(r) \leq r_2(r) < Ar + B, \ 0 < A, B < \infty,
\]

then \( \rho[T_\gamma(r)] = \rho, \ \lambda[T_\gamma(r)] = \lambda \) and

1. If \( \rho < \infty, \) then \( \delta_\gamma(a) = \delta^*(a), \ \Delta_\gamma(a) = \Delta^*(a), \)
2. If \( \rho - \lambda < 1, \) then \( \delta^*_\gamma(a) = \delta_\gamma(a), \ \Delta^*_\gamma(a) = \Delta_\gamma(a). \)
We may without loss of generality assume that $A = 1$. Analysis of proofs of Theorems 6.1 and 6.5, and also of Theorem 1.6 from Chapter 2 shows that we did not use the fact that the exhaustion is done by concentric circles, but only the fact that $\{|z+h|=r\}$ lies between $\{|z|=r+|h|\}$ and $\{|z|=r-|h|\}$. Therefore the same argument works in the present situation.

**Theorem 6.9.** Let

$$\lim_{r \to \infty} \frac{r_2(r)}{r_1(r)} = 1.$$ \hspace{1cm} (6.36)

If there exist constants $K_1$ and $K_2$ such that $(0 < \rho < \infty)$

$$0 < K_1 \leq r^{-\rho} T(r, f) \leq K_2 < \infty, \ r \geq r_0,$$ \hspace{1cm} (6.37)

then $\delta_A(a) = \delta(a)$ and $\Delta_A(a) = \Delta(a)$ for all $a$.

**Proof.** It is easy to see (compare the proof of Theorem 6.5), that in order to establish $\delta_A(a) = \delta(a)$ and $\Delta_A(a) = \Delta(a)$ it suffices to show that for each function $\varepsilon(r) > 0$ satisfying $\lim_{r \to \infty} \varepsilon(r) = 0$ the equality

$$\lim_{r \to \infty} \frac{T(r(1+\varepsilon(r)))}{T(r)} = 1$$ \hspace{1cm} (6.38)

holds.

We have

$$\frac{T(r(1+\varepsilon(r)))}{T(r)} = 1 + \frac{T(r(1+\theta(r)\varepsilon(r)))}{T(r)} r \varepsilon(r),$$

where $0 \leq \theta(r) \leq 1$.

If (6.38) is not satisfied, then there exist a function $\varepsilon_1(r) > 0$, $\varepsilon_1(r) \to 0$ as $r \to \infty$, and a sequence $r_n \uparrow \infty$, $r_n \geq r_0$, such that

$$\frac{T'(r_n')}{T(r_n)} \geq \frac{\eta}{r_n \varepsilon(r_n)}, \ \eta > 0; \ r_n' = r_n(1 + \theta(r_n)\varepsilon_1(r_n)) < 2r_n.$$ \hspace{1cm} (6.39)

Therefore, arguing in the same way as in the proof of (6.30), we get

$$T(\varepsilon r_n') > r_n' \varepsilon'(r_n') + T(r_n') > \frac{r_n' \eta}{r_n \varepsilon(r_n)} T(r_n) \geq \frac{\eta}{\varepsilon(r_n)} T(r_n) > \frac{\eta}{\varepsilon(r_n)} K r_n.$$ \hspace{1cm} (6.40)

Since $r_n' < 2r_n$, we get $T(\varepsilon r_n') < K_2(2\varepsilon)^{r_2} r_n'$, a contradiction with (6.39).

**Remark.** If the condition (6.36) is satisfied and, furthermore, $r_1(r) \sim K r$, $0 < K < \infty$, then we may use $T_\gamma(r, f)$ instead of $T(r, f)$ in the definition of the order and the type of a function $f(z)$, and also replace $T(r, f)$ by $T_\gamma(r, f)$ in the condition (6.37) of Theorem 6.9. In fact, the inequality $\hat{A}(r_1(r)) \leq \hat{A}_\gamma(r) \leq \hat{A}(r_2(r))$ implies that for $r > r_0(\varepsilon)$ the inequality

$$\hat{A}((K-\varepsilon)r) \leq \hat{A}_\gamma(r) \leq \hat{A}((K+\varepsilon)r), \ K - \varepsilon > 0,$$

holds, from where we get

$$\int_{r_0(K-\varepsilon)}^{r(K-\varepsilon)} \frac{\hat{A}(t)}{t} dt \leq \int_{r_0(K+\varepsilon)}^{r(K+\varepsilon)} \frac{\hat{A}_\gamma(t)}{t} dt \leq \int_{r_0(K+\varepsilon)}^{r(K+\varepsilon)} \frac{\hat{A}(t)}{t} dt,$$

$$T((K-\varepsilon)r) + O(1) \leq T_\gamma(r) \leq T((K+\varepsilon)r) + O(1).$$
The inequality (6.40) immediately implies that \( T(r) \) and \( T_\gamma(r) \) have the same order and the same type, and also, that the following inequality is a necessary and sufficient condition for (6.37)

\[
0 < K_1' \leq r^{-\rho} T_\gamma(r) \leq K_2' < \infty, \quad r \geq r_0'.
\]

The proof of the theorem is completed. \( \square \)

The condition (6.37) of Theorem 6.9, generally speaking, cannot be weakened. We give only one example of this type, showing that if \( K_2 \) is a function of \( r \), \( K_2 = K_2(r) \), arbitrarily slowly approaching \( \infty \) as \( r \to \infty \), then it can happen that \( \delta_\gamma(a) \neq \delta(a) \). An analogous example with \( K_1 = K_1(r) \to 0 \) can be constructed in a similar way.

**Example 5.** Without loss of generality we may assume that \( K_2(r) > 1 \) is an increasing slowly varying function. Take the function

\[
w = F(\zeta) = g(\zeta; r_k, n_k) \Phi(\zeta; a_k, b_k, m_k, \sigma_k, \varepsilon)
\]

(see (6.7), (6.8)) with \( \varepsilon < 1/2, r_k = 2^k, a_k = r_k - 2, \)

\[
n_k = m_k = \begin{cases} [2^\rho], & k \neq k_i, \quad i = 1, 2, \ldots, \\ [2^\rho(2^k) K_2], & k = k_i, \end{cases}
\]

where the choice of \( k_i(\geq 4) \) will be specified later, now we require only that \( K_2(r_{k_i}) > 64 \).

Independently of the choice of the sequence \( \{k_i\} \) the inequalities

\[
n(r, 0, g) \geq (2^\rho - 1)^{-1} r^\rho,
\]

\[
n(r, \infty, \Phi) \geq (2^\rho - 1)^{-1} r^\rho
\]

hold. Therefore, taking into account (6.16) we get

\[
T(r, f) \geq \{ \rho(2^\rho - 1) \}^{-1} r^\rho + O(1).
\]

On the other hand

\[
n(r, 0, g) = O(r^\rho K_2(r)),
\]

\[
n(r, \infty, \Phi) = O(r^\rho K_2(r)),
\]

\[
T(r, f) = O(r^\rho K_2(r)).
\]

It is clear now that the sequence \( \{k_i\} \) can be chosen to be so rapidly increasing that the inequality

\[
N(r_{k_i}, 0, g) \leq Cr_{k_i}^\rho \tag{6.42}
\]

holds, where \( C \) is a constant greater than \( 2^\rho \{ \rho(2^\rho - 1) \}^{-1} \), because, if \( n_k = \lfloor r_k^\rho \rfloor \) for all \( k \), then we would have

\[
\limsup_{r \to \infty} \frac{n(r, 0, g)}{r^\rho} \leq \frac{2^\rho}{2^\rho - 1}.
\]

It is easy to check that \( N(r, 0, g) \sim N(r, \infty, \Phi) \), and to get, using the formulas (6.14), (6.15), (6.16), that \( \delta(\infty, F(\zeta)) = \Delta(\infty, F(\zeta)) = 1/2, \delta(0, F(\zeta)) = \Delta(0, F(\zeta)) = 0 \).

Consider the strips

\[
S_i = \left\{ r_{k_i} - 1 > \text{Re}\zeta > r_{k_i}, \quad \left| 1 - K_2^{-1/2}(r_{k_i}) \right| + 1, |\text{Im}\zeta| < \eta_i \right\},
\]

where the sequence \( \{\eta_i\} \) is chosen to be so rapidly converging to 0, that the measure in the spherical metric area of the regions on the Riemann surface corresponding
to ∪_{i=1}^{∞} S_i under the mapping w = F(ζ) is finite. Now we consider a homeomorphic mapping z = z(ζ) of the complex plane onto itself satisfying the following conditions: z(ζ) = ζ outside ∪_{i=1}^{∞} S_i, and on S_i the mapping z(ζ) leaves fixed the boundary of S_i and maps the point r_{k_i} − 2 onto the point r_{k_i} \left(1 - K_2^{-\frac{1}{2}}(r_{k_i})\right). We denote the inverse of the mapping z(ζ) by ζ(z). Let γ_r be the image of \{|z| = r\} under the mapping ζ(z). It is easy to compute that

\[ N_γ(r_{k_i},∞,F) \sim r_{k_i}^p K_2(r_{k_i}) \ln \left(1 - K_2^{-\frac{1}{2}}(r_{k_i})\right)^{-1} \sim r_{k_i}^p \sqrt{K_2(r_{k_i})}, \]

\[ T_γ(r_{k_i},F) \sim N(r_{k_i},0,F) \sim O(r_{k_i}^p K_2(r_{k_i}) \ln \left(1 - K_2^{-\frac{1}{2}}(r_{k_i})\right)^{-1} \sim r_{k_i}^p \sqrt{K_2(r_{k_i})}. \]

Hence δ_γ(∞,F) = r_{k_i}^p \sqrt{K_2(r_{k_i})} < δ(∞,F).

Note that it is still unknown whether the deficiencies can be non-shift-invariant for entire functions of finite order. For entire functions of infinite order such an example was constructed by Hayman [Hay53]. We reproduce this example.

**Example 6.** Consider the entire function

\[ f(z) = \prod_{n=1}^{∞} \left\{1 + \left(\frac{z}{n}\right)^{3n}\right\}^{2^n}. \]  

(6.43)

Since for |z| ≤ r we have

\[ \sum_{n=1}^{∞} 2^n \left(\frac{|z|}{n}\right)^{3n} ≤ \sum_{n=1}^{∞} \left(\frac{2r^3}{n^3}\right)^n < ∞, \]

the infinite product in (6.43) is absolutely and uniformly convergent in each disc \{|z| ≤ r\}, and hence represents an entire function.

Since for n → ∞ we have

\[ \left(\frac{n + \frac{1}{2}}{n + 1}\right)^{3(n+1)} \rightarrow e^{-\frac{2}{3}}, \quad \left(\frac{n}{n + \frac{1}{2}}\right)^{3n} \rightarrow e^{-\frac{2}{3}}, \]

and

\[ \ln \left(1 - e^{-\frac{2}{3}}\right) > -0.3, \quad e^{-\frac{2}{3}} < 0.3, \]

there exists N_0 > 1 such that for n ≥ N_0 the inequalities

\[ \ln \left\{1 - \left(\frac{n}{n + \frac{1}{2}}\right)^{3n}\right\} < 0.3; \]  

(6.44)

\[ \left(\frac{n + \frac{1}{2}}{n + 1}\right)^{3(n+1)} < 0.3; \]  

(6.45)

\[ \left(\frac{1}{n + \frac{1}{2}}\right)^{3} < \left(\frac{n}{n + \frac{1}{2}}\right)^{3n}; \]  

(6.46)

\[ \ln \left(\frac{n + \frac{1}{2}}{k}\right) > \frac{8}{9} \cdot \frac{n + \frac{1}{2} - k}{k}, \quad k = n - 2, n - 1, n \]  

(6.47)
hold. Now we estimate $|f(z)|$ on the circle $\{|z| = n + \frac{1}{2}\}$, $n \geq N_0$. We have

$$
\ln|f(z)| = \sum_{k=1}^{\infty} 2^k \ln \left| 1 + \left( \frac{z}{k} \right)^{3k} \right|
= \sum_{k=1}^{n} 2^k 3k \ln \left( \frac{|z|}{k} \right) + \sum_{k=n+1}^{\infty} 2^k \ln \left| 1 + \left( \frac{z}{k} \right)^{3k} \right|
= \sum_{k=1}^{n} 2^k 3k \ln \left( \frac{n + \frac{1}{2} - k}{k} \right) + \sum_{k=n+1}^{\infty} 2^k \ln \left| 1 + \left( \frac{z}{k} \right)^{3k} \right|
= N \left( n + \frac{1}{2}, 0, f \right) + \Phi_1(z) + \Phi_2(z).
$$

Taking into account the equality $\sum_{k=0}^{\infty} k x^k = x(1 - x)^{-2}$, $|x| < 1$, we get

$$
N \left( n + \frac{1}{2}, 0, f \right) = \sum_{k=1}^{n} 2^k 3k \ln \left( 1 + \frac{n + \frac{1}{2} - k}{k} \right)
< \sum_{k=1}^{n} 2^k 3k \frac{n + \frac{1}{2} - k}{k} = 3 \cdot 2^n \sum_{\nu=0}^{n-1} \left( \nu + \frac{1}{2} \right) 2^{-\nu}
< 3 \cdot 2^n \sum_{\nu=0}^{\infty} \left( \nu + \frac{1}{2} \right) 2^{-\nu} = 9 \cdot 2^n.
$$

On the other hand, taking into account (6.47) we get

$$
N \left( n + \frac{1}{2}, 0, f \right) > \sum_{k=n+2}^{n} 2^k 3k \ln \frac{n + \frac{1}{2} - k}{k}
> \frac{8}{3} \sum_{k=n+2}^{n} 2^k \left( n + \frac{1}{2} - k \right) = \frac{8}{3} \left( \frac{1}{2} + \frac{1}{2} + \frac{3}{2} + \frac{1}{2} + \frac{5}{2} \right) 2^n = 5 \cdot 2^n.
$$

An elementary investigation of the function $\left( \frac{x}{n + \frac{1}{2}} \right)^{3x}$ shows that it decreases on the interval $[1, (n + \frac{1}{2})e^{-1}]$ and increases on the interval $[(n + \frac{1}{2})e^{-1}, \infty)$. Taking into account the inequality (6.46) we see that this function attains its maximum on the interval $[1, n]$ at the point $x = n$, and its minimal value on the interval $[n + 1, \infty)$ at the point $x = n + 1$. Therefore

$$
\left( \frac{k}{n + \frac{1}{2}} \right)^{3k} \leq \left( \frac{n}{n + \frac{1}{2}} \right)^{3n}, \quad 1 \leq k \leq n,
$$

$$
\left( \frac{n + \frac{1}{2}}{k} \right)^{3k} \leq \left( \frac{n + \frac{1}{2}}{n + 1} \right)^{3(n+1)} < 0.3, \quad k \geq n + 1,
$$

and (6.44) implies the following inequality

$$
\left| \ln \left( 1 - \left( \frac{k}{n + \frac{1}{2}} \right)^{3k} \right) \right| < 0.3, \quad 1 \leq k \leq n.
$$
Now we estimate $|\Phi_1(z)|$ for $|z| = n + \frac{1}{2}$. Using (6.52) and the fact that for $0 < r < 1$, $0 \leq \varphi < 2\pi$ the inequality

$$\ln |1 + re^{i\varphi}| \leq |\ln(1 - r)| \leq \frac{r}{1 - r}$$

holds, we get

$$|\Phi_1(z)| \leq \sum_{k=1}^{n} 2^k \left| \ln \left| 1 + \left( \frac{k}{z} \right)^{3k} \right| \right|$$

$$\leq \sum_{k=1}^{n} 2^k \left| \ln \left( 1 - \left( \frac{k}{n + \frac{1}{2}} \right)^{3k} \right) \right| < 0.3 \sum_{k=1}^{n} 2^k < 2^n \cdot 0.6.$$ 

Now we turn to an estimate of $|\Phi_2(z)|$ for $|z| = n + 1/2$. Using (6.51) and (6.53) we get

$$|\Phi_2(z)| \leq \sum_{k=n+1}^{\infty} 2^k \left| \ln \left| 1 + \left( \frac{z}{k} \right)^{3k} \right| \right|$$

$$\leq \sum_{k=n+1}^{\infty} 2^k \frac{\left( \frac{n + \frac{1}{2}}{k + 1} \right)^{3k}}{1 - \left( \frac{n + \frac{1}{2}}{k + 1} \right)^{3k}} < \frac{1}{0.7} \sum_{k=n+1}^{\infty} 2^k \left( \frac{n + \frac{1}{2}}{k} \right)^{3k} = \frac{1}{0.7} \sum_{k=n+1}^{\infty} u_k.$$ 

For $k \geq n + 1$ we have

$$\frac{u_{k+1}}{u_k} = 2^{k+1} \left( \frac{n + \frac{1}{2}}{k + 1} \right)^{3(k+1)} \frac{1}{2^k} \left( \frac{k}{n + \frac{1}{2}} \right)^{3k}$$

$$= 2 \left( \frac{n + \frac{1}{2}}{k + 1} \right)^{3} \left( 1 + \frac{1}{k} \right) k^3 < 2 \left( 1 + \frac{1}{k} \right) k^3 < \frac{1}{4}.$$ 

hence

$$u_k \leq \frac{1}{4k-n-1}u_{n+1}.$$ 

Therefore, by (6.45),

$$|\Phi_2(z)| \leq \frac{1}{0.7} \sum_{k=n+1}^{\infty} \frac{1}{4k-n-1}u_{n+1} = \frac{1}{0.7} \cdot \frac{4}{3}u_{n+1}$$

$$= \frac{1}{0.7} \cdot \frac{4}{3} \cdot 2^{n+1} \left( \frac{n + \frac{1}{2}}{n + 1} \right)^{3(n+1)} < \frac{1}{0.7} \cdot \frac{4}{3} \cdot 2^{n+1} \cdot 0.3 = \frac{8}{7} \cdot 2^n < 1.2 \cdot 2^n.$$ 

The relations (6.48), (6.49), (6.50), (6.54), and (6.55) imply that on the circle $\left\{ |z| = n + \frac{1}{2} \right\}$, $n \geq N_0$, the inequality

$$3 \cdot 2^n < 3.2 \cdot 2^n < \ln |f(z)| < 10.8 \cdot 2^n < 11 \cdot 2^n$$

holds. The inequality (6.56) implies that the inequality $|f(z)| > 1$ holds on the circles $\left\{ |z| = n + \frac{1}{2} \right\}$, hence $m \left( n + \frac{1}{2}, 0, f \right) = 0$ and $\delta(0, f) = 0$.

Now we prove that $\delta_1(0, f) > 0$. Let $0 < \eta < \frac{1}{10}e^{-22}$, $z_0 = ne^{-i\theta}$ be a zero of the function $f(z)$ of order $2^n$, $n \geq N_0$. Then the inequality

$$\ln |f(z)| < 2^{n-1} \ln \eta$$
holds in the disc \( \{|z - z_0| < \eta\} \).

In fact, since \( \left\{ |z - z_0| \leq \frac{1}{2} \right\} \subset \left\{ |z| \leq n + \frac{1}{2} \right\} \), using (6.56) we conclude that the inequality \( \ln |f(z)| \leq 11 \cdot 2^n \) holds in the disc \( \left\{ |z - z_0| \leq \frac{1}{2} \right\} \). On the circle \( \left\{ |z - z_0| = \frac{1}{2} \right\} \) we have

\[
\left| \frac{f(z)}{(z - z_0)^2} \right| \leq \frac{e^{11 \cdot 2^n}}{2 \cdot 2^n} = e^{11 \cdot 2^n} 2^{2n},
\]

therefore, applying the maximum modulus principle for the disc \( \{|z - z_0| < \eta\} \), we get

\[
|f(z)| \leq e^{11 \cdot 2^n} 2^{2n} |z - z_0|^2 < (e^{112} \eta)^2 \leq \left( \frac{1}{\sqrt{\eta}} \right)^2 = \eta^{n-1},
\]

which is equivalent to (6.57).

Now let \( r \) be an arbitrary number exceeding \( N_0 + 1 \), and let \( p = p_r \) be an integer satisfying \( r - 1 < p < r + 1 \). The circles \( \{|z| = p\} \) and \( \{|z - 1| = r\} \) intersect, therefore there exists \( \varphi_0 \) such that \( |pe^{i\varphi_0} - 1| = r \). We show that for \( |\varphi - \varphi_0| \leq \frac{1}{4} \eta \) the inequality

\[
(6.58) \quad ||pe^{i\varphi} - 1| - r| < \frac{1}{2} \eta
\]

holds. In fact, by the Lagrange theorem, we get

\[
|\left|pe^{i\varphi} - 1| - r\right| = \left| \frac{d}{d\varphi} pe^{i\varphi} - 1 \right|_{\varphi = \varphi_0} |\varphi - \varphi_0|,
\]

where \( \varphi' \) is a number between \( \varphi \) and \( \varphi_0 \). But

\[
\left| \frac{d}{d\varphi} pe^{i\varphi} - 1 \right| = \left| \frac{d}{d\varphi} \sqrt{p^2 - 2p \cos \varphi + 1} \right| = \left| \frac{-p \cos \varphi}{pe^{i\varphi} - 1} \right| \leq \frac{|p|}{p - 1} < 2,
\]

therefore

\[
|\left|pe^{i\varphi} - 1| - r\right| < 2|\varphi - \varphi_0| \leq \frac{1}{2} \eta.
\]

Since the circle \( \{|z| = p\} \) contains \( 3p \) zeros of the function \( f(z) \) (of order \( 2p \) each), and these zeros divide the circle into arcs of \( 2\pi/3p \) radians each, then the arc \( \left\{ |z| = p, \arg z - \varphi_0 \leq \frac{1}{4} \eta \right\} \) contains at least

\[
\nu = \left[ \frac{\eta}{2\pi} \left( \frac{3p}{2\pi} - 1 \right) \right] = \left[ \frac{3\eta}{4\pi} p - 1 \right], \quad p \geq \frac{8\pi}{3\eta},
\]

zeros \( z_j = pe^{i\varphi_j}, \varphi_1 < \varphi_2 < \cdots < \varphi_\nu, |\varphi_j - \varphi_0| \leq \frac{1}{4} \eta \). Since each zero \( z_j \) satisfies (6.58), we can find a point \( z_j' = 1 + re^{i\theta} \), such that \( |z_j' - z_j| < \frac{1}{4} \eta \). Denote the set of arcs \( C_j = \{ z - 1 = re^{i\theta}, |\theta - \theta_j| < \eta/(2\nu) \} \), \( 1 \leq j \leq \nu \), by \( C_r \). The inequality

\[
|z - z_j| = |(z - 1) - (z_j' - 1)| = |re^{i\theta} - re^{i\theta_j}| = r|e^{i\theta} - e^{i\theta_j}| < r|\theta - \theta_j| < \frac{1}{2} \eta
\]

holds on \( C_j \), therefore \( |z - z_j| \leq |z - z_j'| + |z_j' - z_j| < \eta \). The arcs \( C_j \) are pairwise
disjoint. In fact, if there is a point $z$ in the intersection of $C^j_r$ and $C^{j+1}_r$, then $|z - z_{j+1}| < |z - z| + |z - z_{j+1}| < 2\eta$. On the other hand,

$$\left| z_j - z_{j+1} \right| = \left| pe^{i\varphi_j} - pe^{i\varphi_{j+1}} \right| = p \left| 1 - e^{i(\varphi_{j+1} - \varphi_j)} \right| = p \left| 1 - e^{i/3} \right| \geq p \sin \frac{2\pi}{3} \geq \frac{2\pi}{3} = \frac{4}{3},$$

and we get a contradiction. Thus the total measure of $C_r = \bigcup_{j=1}^{\infty} C^j_r$ in radians is

$$\frac{\eta}{r} r = \frac{3\eta}{4\pi p - 1}.\]

Since $p/r \to 1$ as $r \to \infty$, the measure approaches $3\eta^2/(4\pi)$ as $r \to \infty$, and is greater than $\eta^2/(2\pi)$ when $r > r_0(\eta) = r_0$.

Now we consider the function $f(z + 1)$ on the circle $\{|z| = r\}$, $r > r_0$. Let $n = \lfloor r + 3/2 \rfloor$. Then for $|z| = r$ the inequality $|z + 1| \leq n + 1/2$ holds. By (6.60), for $\{|z| = r\}$ we have

$$\ln |f(z + 1)| < 11 \cdot 2^n$$

and

(6.69)\[T(r, f(z + 1)) \leq \ln^+ M(r, f(z + 1)) < 11 \cdot 2^n.\]

On the other hand, the circle $\{|z + 1| = n - 1\}$ intersects the circle $\{|z| = r\}$. It is clear that $r - 1 < n - 1 < r + 1$, and we can use the estimates presented above. For each arc $C^j_r$, there exists a zero $z_j = (n - 1)e^{i\varphi_j}$ of the function $f(z)$ such that $|z - z_j| < \eta$ if $z \in C^j_r$. Therefore by (6.57), for $z \in C_r$, the inequality

(6.60)\[\ln |f(1 + re^{i\theta})| = \ln |f(z)| < 2^{n-2} \ln \eta\]

holds. Since the measure of the set $K_r$ of those $\theta$ for which (6.60) holds exceeds $\eta^2/(2\pi)$ for $r > r_0$, we have

$$m(r, 0, f(z + 1)) \geq \frac{1}{2\pi} \int_{K_r} \ln^+ \left| f(1 + re^{i\theta}) \right| d\theta \geq \frac{1}{2\pi} \int_{K_r} 2^{n-2} \ln \frac{1}{n} d\theta > \frac{1}{2\pi} 2^{n-2} \left( \ln \frac{1}{n} \right) \frac{\eta^2}{2\pi} = \frac{2^n \eta^2}{16\pi^2} \ln \frac{1}{\eta}.\]

Taking into account (6.59) we get

$$\delta_1(0, f) = \delta(0, f(z + 1)) = \liminf_{r \to \infty} \frac{m(r, 0, f(z + 1))}{T(r, f(z + 1))} \geq \frac{2^n \eta^2}{16\pi^2} = \frac{\eta^2}{176\pi^2} \ln \frac{1}{\eta} > 0.\]

Thus, zero is a deficient value for $f(z + 1)$, but is not a deficient value for $f(z)$.

Observe also, that for $f_1(z) = f(z + 1)$ we have

(6.61)\[\lim_{r \to \infty} \frac{\ln \mu(r, f_1)}{\ln M(r, f_1)} = -\infty, \quad \text{where} \quad \mu(r, f_1) = \min_{|z| = r} |f_1(z)|.\]

In fact, (6.60) implies that $\ln \mu(r, f_1) \leq 2^{n-2} \ln \eta$, and (6.59) implies that $\ln M(r, f_1) < 11 \cdot 2^n$. Therefore for $r > r_0(\eta)$ the inequality

$$\frac{\ln \mu(r, f_1)}{\ln M(r, f_1)} < \frac{-2^{n-2} \ln \frac{1}{\eta}}{11 \cdot 2^n} = -\frac{1}{44} \ln \frac{1}{\eta}$$

holds. Since $\eta$ can be chosen arbitrarily small, we get (6.61).
In conclusion we mention that it is possible to do the work similar to that done in this section for the index $\varepsilon(a)$ instead of the defect $\delta(a)$ considered here (see (6.19)). That is, we can introduce the values $\varepsilon^*(a)$, $\varepsilon_\gamma(a)$, $\varepsilon_\gamma^*(a)$, and prove for them analogues of all theorems of this section except Theorem 6.3. The analogue of Theorem 6.4 is stated in the following way: if the limit

$$\lim_{r \to \infty} \frac{N_1(r, a)}{T(r, f)} = \varepsilon(a)$$

exists, then $\varepsilon(a) = \varepsilon^*(a)$. 
CHAPTER 5

Asymptotic properties of meromorphic functions and deficiencies

1. Asymptotic values

Let \( f(z) \) be a meromorphic function, \( C \) a continuous curve in \( \{ |z| < \infty \} \) given by an equation \( z = z(t), 0 \leq t < \infty, |z(t)| < \infty, \) and \( z(t) \to \infty \) as \( t \to \infty \). If there exists a finite or infinite \( a \) such that
\[
\lim_{z \to \infty} f(z) = \lim_{t \to \infty} f(z(t)) = a,
\]
then \( a \) is called an asymptotic value of the function \( f(z) \), and \( C \) is called an asymptotic curve. The pair \( \{ a, C \} \) is also called an asymptotic spot (sometimes such pair is called an asymptotic value). Two asymptotic spots \( \{ a_1, C_1 \} \) and \( \{ a_2, C_2 \} \) are considered as equal if:

1. \( a_1 = a_2 = a \).
2. There exist a sequence of continuous curves \( \gamma_k \) such that one end of \( \gamma_k \) belongs to \( C_1 \), the other end belongs to \( C_2 \), and
\[
\lim_{k \to \infty} \min_{z \in \gamma_k} |z| = \infty, \quad \lim_{z \to \infty} f(z) = a.
\]

It is clear that asymptotic spots \( \{ a_1, C_1 \} \) and \( \{ a_2, C_2 \} \) are equal if the curves \( C_1 \) and \( C_2 \) have points of intersection in each neighborhood of infinity.

Significant amount of research is devoted to relations between exceptional and asymptotic values of a meromorphic functions, however, many problems are still open. We present some of the known results.

First of all, it is clear that an asymptotic value does not have to be exceptional in any sense. Indeed the value \( w = 0 \) is an asymptotic value for \( f(z) = \sin z/z \) (it corresponds to two different asymptotic spots with asymptotic curves \( C_1 : z(t) = t \) and \( C_2 : z(t) = -t \) without being a Valiron exceptional value, and hence without being an exceptional value in any other sense. The following theorem due to F. Iversen is a result in the opposite direction.

**Theorem 1.1.** Each Picard exceptional value is an asymptotic value.

To prove this theorem we need the following lemma.

**Lemma 1.1.** Let \( G \) be an unbounded region, let \( \Gamma \) be the part of the boundary of \( G \) in the complex plane (that is, \( \infty \) is not considered as a point in \( \Gamma \)). Let \( f(z) \) be analytic in \( G \) and continuous in \( G \cup \Gamma \). If \( |f(z)| \) is bounded in \( G \) and \( |f(z)| \leq M \) for \( z \in \Gamma \), then \( |f(z)| \leq M \) in \( G \).

**Proof.** If \( f(z) \) is constant, the result is obvious. So suppose that \( f(z) \) is nonconstant and \( |f(z)| \leq K \) for \( z \in G \). We may assume that \( K > M \) because
otherwise there is nothing to prove. We suppose that \( z_0 \in G \) is such that \( |f(z_0)| > M \) and prove that in such a case for an arbitrary \( z' \in G, z' \neq z_0 \) we have \( |f(z')| \leq |f(z_0)| \). It leads in contradiction with the maximum modulus principle. Let \( \varepsilon \) be an arbitrarily small positive number. Consider a disc \( D = \{ |z - z_0| \leq \eta \} \) with so small radius that it is contained in \( G \), does not contain \( z' \), and the inequality \( |f(z)| \leq |f(z_0)| + \varepsilon \) holds for \( z \) in \( \gamma = \{ |z - z_0| = \eta \} \). Let \( 1 > \delta > 0 \). We consider the function \( \varphi_\delta(z) = f(z)((\eta/(z - z_0))^\delta \) in the region \( \Gamma \): \( \Gamma \subset G \). This function is multivalent, but it has a univalent modulus. It is analytic in \( \Gamma \), continuous in the closure of \( \Gamma \), including \( z = \infty \), and \( \varphi_\delta(\infty) = 0 \). We have \( |\eta/(z - z_0)| = 1 \) for \( z \in \gamma \) and \( |\eta/(z - z_0)| < 1 \) for \( z \in \Gamma \). Therefore \( |\varphi_\delta(z)| \leq |f(z_0)| + \varepsilon \) for \( z \in \gamma \) and \( |\varphi_\delta(z)| \leq M < |f(z_0)| + \varepsilon \) for \( z \in \Gamma \). Applying the maximum modulus principle to \( \varphi_\delta(z) \) we get \( |\varphi_\delta(z')| \leq |f(z_0)| + \varepsilon \). Letting \( \varepsilon \to 0 \) and \( \delta \to 0 \) in this inequality, we get \( |f(z')| \leq |f(z_0)| \).

**Proof.** Now we turn to the proof of Theorem 1.1. Without loss of generality we assume that \( a = \infty \) is a Picard exceptional value. Otherwise we would consider the function \( F(z) = 1/\{f(z) - a\} \). Thus the transcendental function \( f(z) \) has at most finitely many poles. First we assume that there are no poles, that is, the function is entire. We need to show the existence of a continuous curve \( C \) approaching infinity, such that \( f(z) \) approaches infinity along this curve as \( z \to \infty \).

Denote by \( G_n, n = 1, 2, \ldots \), the open set of those \( z \) for which \( |f(z)| > n \). The equality \( |f(z)| = n \) holds for each point of the boundary of \( G_n \) in the complex plane. Each connected component of \( G_n \) is an unbounded region, since otherwise, by the maximum modulus principle, we would have \( |f(z)| \leq n \) for each \( z \in G_n \). By Lemma 1.1 each connected component of \( G_n \) contains at least one point of \( G_{n+1} \). Therefore we can find a sequence \( \{G'_n\}_{n=1}^\infty \) of connected components of sets \( G_n \) such that \( G'_1 \supset G'_2 \supset G'_3 \supset \ldots \). Since the function \( f(z) \) is bounded in each disc \( \{|z| \leq R\} \), then, starting with some \( n = n(R) \) the regions \( G'_n \) do not intersect this set. Consider in each region \( G'_n \) a point \( z_n \) and join it by a Jordan arc \( C_n \subset G'_n \) with \( z_{n+1} \). Then \( C = C_1 \cup C_2 \cup \ldots \) is the desired curve. In fact, if \( z \) successively traverses \( C_1, C_2, \ldots \), then \( z \to \infty \) since \( \bigcup_{j=n(R)}^\infty C_j \) does not intersect the disc \( \{|z| \leq R\} \). Besides, \( \bigcup_{j=n}^\infty C_j \subset G'_n \) and hence \( |f(z)| > n \) for \( z \in \bigcup_{j=n}^\infty C_j \), that is, \( f(z) \to \infty \) as \( z \to \infty \), \( z \in C \).

If \( f(z) \) has poles at finitely many points \( \zeta_1, \ldots, \zeta_p \), we denote by \( H_j(z) \) the principal part of the Laurent expansion of \( f(z) \) in the neighborhood of \( \zeta_j \). The function \( H_j(z) \) is rational, has zero at \( \infty \) and the only pole at \( \zeta_j \). The function

\[
g(z) = f(z) - \sum_{j=1}^p H_j(z)
\]

is an entire transcendental function, hence, as we have proved above, there exists an asymptotic curve \( C \) such that \( g(z) \to \infty \) along \( C \). The function \( \sum_{j=1}^p H_j(z) \) approaches zero along \( C \), hence \( f(z) \) approaches \( \infty \).

**Remark.** The argument used in the proof of Theorem 1.1 can be used to prove the following statement. Let \( G \) be an unbounded region, \( \Gamma \) be the part of its boundary in the complex plane. Let \( f(z) \) be analytic in \( G \) and continuous in \( G \cup \Gamma \). If the function \( f(z) \) is bounded on \( \Gamma \) but is unbounded on \( G \), then there exists an asymptotic curve in \( G \) approaching \( \infty \) and such that \( f(z) \) approaches \( \infty \) along \( C \).
EXERCISE. Prove that for each transcendental entire function \( f(z) \) and each positive integer \( n \) there exists an asymptotic curve \( C_n \) such that \( f(z)z^{-n} \to \infty \) as \( z \to \infty \), \( z \in C_n \).

HINT. Apply Theorem 1.1 to \( \varphi(z) = z^{-n}f(z) \).

Later we shall see that, in general, Borel or Nevanlinna exceptional values, and hence, Valiron exceptional values are not necessarily asymptotic values.

Now we prove the following important theorem due to Ahlfors.

**Theorem 1.2.** If an entire function \( f(z) \) has \( p \geq 2 \) different asymptotic spots \( \{\infty, C_j\}, \ 1 \leq j \leq p \), then

\[
\liminf_{r \to \infty} r^{-\frac{2}{p}} T(r, f) > 0
\]

The statement remains valid for \( p = 1 \) if we assume, in addition, that

\[
\mu(r, f) = \min_{|z|=r} |f(z)| = O(1), \ r \to \infty.
\]

**Proof.** We may assume, without loss of generality, that the curves \( C_j \) do not intersect each other. Consider the open set \( G_n \) of those points for which \( |f(z)| > n \). Denote by \( G_n^{(j)} \) the connected component of the set \( G_j \) containing \( C_j \cap \{|z| > R\} \) for sufficiently large \( R \). It is clear that the region \( G_n^{(j)} \) is uniquely determined by this condition. The regions \( G_n^{(j)}, 1 \leq j \leq p \), are pairwise disjoint for sufficiently large \( n \). In fact, if we assume that the regions \( G_n^{(j_1)} \) and \( G_n^{(j_2)} \) intersect for all \( n \geq 1 \), they would coincide: \( G_n^{(j_1)} = G_n^{(j_2)} \), and joining the curves \( C_j_1 \) and \( C_j_2 \) by continuous curves \( \gamma_k \) lying in \( G_n^{(j_1)} = G_n^{(j_2)} \), we can easily show that the asymptotic spots \( \{\infty, C_j_1\} \) and \( \{\infty, C_j_2\} \) coincide, a contradiction. Increasing \( n \), if necessary, we get into the situation in which none of the regions \( G_n^{(j)} \) completely contains any of the circles \( \{|z| = r\} \). If \( p = 1 \) the possibility to choose such \( n \) is guaranteed by the condition (1.2): it suffices to choose \( n > \sup_{0<r<\infty} \mu(r, f) \). For \( p \geq 2 \) such \( n \) can be chosen because the complement of \( G_n^{(j)} \) contains at least one unbounded region. Thus, we have found \( p \) unbounded pairwise disjoint regions \( G_n^{(j)}, 1 \leq j \leq p \), in the complex plane having the following properties:

(a) The region \( G_n^{(j)} \) does not completely contain any of the circles \( \{|z| = r\} \).

(b) The function \( f(z) \) is unbounded in \( G_n^{(j)} \) and satisfies the inequality \( |f(z)| > n_0 \) in \( G_n^{(j)} \).

(c) \( |f(z)| = n_0 \) on the part of the boundary of \( G_n^{(j)} \) in the complex plane.

We may assume, without loss of generality, that \( n_0 = 1 \), we would consider the function \( f(z)/n_0 \) otherwise. In what follows we assume that \( n_0 = 1 \) and drop the lower index \( n_0 \) for \( G_n^{(j)} \).

We need the following Wirtinger inequality. Let \( y(x) \) be a continuously differentiable function on \([a, b] \), \( y(a) = y(b) = 0 \). Then

\[
\int_a^b [y'(x)]^2 dx \geq \left( \frac{\pi}{b-a} \right)^2 \int_a^b [y(x)]^2 dx.
\]

We may assume, without loss of generality, that \( a = 0 \), \( b = \pi \), since the general case can be reduced to this case using the substitution \( x = a + \frac{b-a}{\pi} t \). So, we need
to prove
\[(1.3') \int_0^\pi |y'(x)|^2 dx \geq \int_0^\pi |y(x)|^2 dx.\]

Since \(y(0) = y(\pi) = 0\), we have \(y(x) = O(x)\) as \(x \to 0\) and \(y(x) = O(\pi - x)\) as \(x \to \pi\). Therefore the function \(y^2(x) \cot x\) is continuous on the segment \([0, \pi]\) and vanishes at the ends of the segment, and the function \(y(x) \cot x\) is continuous on \([0, \pi]\).

From here we get
\[0 = \int_0^\pi d(y^2 \cot x) = \int_0^\pi \{2yy' \cot x - y^2(1 + \cot^2 x)\} dx\]
\[= \int_0^\pi \{(y')^2 - y^2 - (y' - y \cot x)^2\} dx \leq \int_0^\pi ((y')^2 - y^2) dx,
\]
that is, the inequality \((1.3')\).

Let \(r_0\) be a so large number that the circle \(\{|z| = r_0\}\) intersects all of the regions \(G(j)\), \(1 \leq j \leq p\). We fix a region \(G(j)\). Denote by \(r_0(j)\) the minimal value of \(|z|\) for \(z \in \tilde{G}(j)\), and by \(S(j)(r)\) the intersection \(G(j) \cap \{|z| = r\}\) for \(r > r_0(j)\). The set \(S(j)(r)\) consists of finitely many arcs since the part of the boundary of \(G(j)\) contained in an arbitrary disc \(\{|z| \leq r\}\) consists of finitely many analytic curves. The last statement can be easily verified using the fact that \(|f(z)| = 1\) on the boundary of \(G(j)\). Denote by \(l_j(r)\) the length of the longest arc among the arcs forming \(S(j)(r)\). It is clear that
\[(1.4) \sum_{j=1}^p l_j(r) \leq 2\pi.
\]

Consider the function \(\ln |f(re^{i\varphi})| = \ln |f(e^{t+i\varphi})| = u(t, \varphi)\), \(t = \ln r\) in the region \(G(j)\). It is clear that \(u(\ln r, \varphi) > 0\) in the region \(G(j)\), and that \(u(t, \varphi) = \Re \ln f(e^{t+i\varphi})\) is a harmonic function. Therefore
\[(1.5) \frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 u}{\partial \varphi^2} = 0.
\]

We introduce the notation
\[m_j(r) = \int_{S(j)(r)} (\ln |f(re^{i\varphi})|)^2 d\varphi,
\]
\[\mu_j(t) = m_j(e^t) = \int_{S(j)(r)} u^2(t, \varphi) d\varphi.
\]

Taking into account the fact that \(u(t, \varphi) = 0\) on the ends of the intervals of integration, we get
\[\mu_j'(t) = 2 \int_{S(j)(r)} u \frac{\partial u}{\partial t} d\varphi,
\]
\[\mu_j''(t) = 2 \int_{S(j)(r)} \left\{ u \frac{\partial^2 u}{\partial t^2} + \left( \frac{\partial u}{\partial t} \right)^2 \right\} d\varphi.
\]

Integrating by parts and using (1.5), we get
\[\int_{S(j)(r)} u \frac{\partial^2 u}{\partial t^2} d\varphi = - \int_{S(j)(r)} u \frac{\partial^2 u}{\partial \varphi^2} d\varphi = \int_{S(j)(r)} \left( \frac{\partial u}{\partial \varphi} \right)^2 d\varphi.
\]
Substituting into the equality (1.6) we have

\[ \mu''(t) = 2 \int_{S^{(j)}(r)} \left\{ \left( \frac{\partial u}{\partial t} \right)^2 + \left( \frac{\partial u}{\partial \varphi} \right)^2 \right\} d\varphi. \]  

(1.7)

Obviously, for \( t > \ln r_0^{(j)} \) we have \( \mu''(t) \geq 0 \), hence \( \mu'(t) \) is nondecreasing. Since \( \mu_j(t) > 0 \) for \( t > \ln r_0^{(j)} \), and \( \mu_j(t) \to 0 \) as \( t \to \ln r_0^{(j)} \), we have, as is easy to see, \( \mu_j'(t) > 0 \) for \( t > \ln r_0^{(j)} \). When \( re^{i\varphi} \in S^{(j)}(r) \), the variable \( \varphi \) ranges over the finite system of intervals \((\varphi_1, \varphi_1'), (\varphi_2, \varphi_2'), \ldots, (\varphi_s, \varphi_s')\), where \( s, \varphi_1, \varphi_1', \ldots, \varphi_s, \varphi_s' \) depend on \( j \) and \( r \). We use for each of the intervals \((\varphi_\sigma, \varphi_\sigma')\) the Wirtinger inequality (1.3) and get

\[ \int_{\varphi_\sigma}^{\varphi_\sigma'} \left( \frac{\partial u}{\partial \varphi} \right)^2 d\varphi \geq \left( \frac{\pi}{\varphi_\sigma' - \varphi_\sigma} \right)^2 \int_{\varphi_\sigma}^{\varphi_\sigma'} u^2 d\varphi \geq \left( \frac{\pi}{l_j(r)} \right)^2 \int_{\varphi_\sigma}^{\varphi_\sigma'} u^2 d\varphi. \]

Adding these inequalities for all \( \sigma \) from 1 to \( s \), we get

\[ \int_{S^{(j)}(r)} \left( \frac{\partial u}{\partial \varphi} \right)^2 d\varphi \geq \left( \frac{\pi}{l_j(r)} \right)^2 \int_{S^{(j)}(r)} u^2 d\varphi = \left( \frac{\pi}{l_j(r)} \right)^2 \mu_j(t). \]

Using the Cauchy–Buniakowsky inequality we get

\[ (\mu_j'(t))^2 = 4 \int_{S^{(j)}(r)} \frac{\partial u}{\partial t}^2 d\varphi \leq 4 \int_{S^{(j)}(r)} u^2 d\varphi \int_{S^{(j)}(r)} \left( \frac{\partial u}{\partial t} \right)^2 d\varphi = 4 \mu_j(t) \int_{S^{(j)}(r)} \left( \frac{\partial u}{\partial t} \right)^2 d\varphi. \]

(1.8)

(1.9)

From (1.7), (1.8), and (1.9) we derive

\[ \mu_j''(t) \geq \frac{1}{2} \left( \frac{\mu_j'(t)}{\mu_j(t)} \right)^2 + 2 \left( \frac{\pi}{l_j(r)} \right)^2 \mu_j(t), \]

from where, taking into account

\[ \left( \frac{\mu_j'}{\mu_j} \right)' = \frac{\mu_j''}{\mu_j} - \left( \frac{\mu_j'}{\mu_j} \right)^2, \]

we get

\[ 2\omega_j''(t) + \omega_j'^2(t) \geq \left( \frac{2\pi}{l_j(r)} \right)^2, \omega_j(t) = \ln \mu_j(t). \]

This implies

\[ \left\{ \omega_j'(t) + \frac{\omega_j''(t)}{\omega_j'(t)} \right\}^2 \geq \omega_j'^2(t) + 2\omega_j''(t) \geq \left( \frac{2\pi}{l_j(r)} \right)^2. \]

Since \( \omega_j'(t) > 0 \) for \( t > \ln r_0^{(j)} \), the last inequality implies that

\[ \omega_j'(t) + \frac{\omega_j''(t)}{\omega_j'(t)} \geq \frac{2\pi}{l_j(r)}. \]

(1.10)

It is easy to check that the left-hand side of the of (1.10) is equal to

\[ \frac{d}{dt} \left\{ \ln \left( \frac{d}{dt} e^{\omega_j(t)} \right) \right\} = \frac{d}{d\ln r} \left\{ \ln \left( \frac{dm_j(r)}{d\ln r} \right) \right\}, \]
therefore \((r \geq r_0)\)
\[
\frac{d}{d\ln r} \left\{ \ln \left( \frac{dm_j(r)}{d\ln r} \right) \right\} \geq \frac{2\pi}{l_j(r)}.
\]
Integrating this inequality we get
\[
\frac{dm_j(r)}{d\ln r} \geq A_j \exp \left\{ \int_{r_0}^{r} \frac{2\pi}{l_j(t)} dt \right\},
\]
where
\[
A_j = \frac{dm_j(r)}{d\ln r} \bigg|_{r=r_0} > 0,
\]
and
\[
m_j(r) \geq m_j(r_0) + A_j \int_{r_0}^{r} \frac{d\tau}{l_j(t)} \exp \left\{ \int_{r_0}^{\tau} \frac{2\pi}{l_j(t')} dt' \right\}.
\]
From (1.11) we get \((A = \min_{1 \leq j \leq p} A_j)\)
\[
m_j(er) \geq A \int_{r_0}^{er} \frac{d\tau}{l_j(t)} \exp \left\{ \int_{r_0}^{\tau} \frac{2\pi}{l_j(t)} dt \right\} \geq A \exp \left\{ \int_{r_0}^{er} \frac{2\pi}{l_j(t)} dt \right\} \int_{r_0}^{er} \frac{d\tau}{l_j(t)} = A \exp \left\{ \int_{r_0}^{er} \frac{2\pi}{l_j(t)} dt \right\},
\]
from where
\[
\ln m_j(er) \geq 2\pi \int_{r_0}^{r} \frac{dt}{l_j(t)} + \ln A.
\]
Since \(m_j(er) \leq 2\pi \ln^2 M(er, f)\), we get
\[
(1.12) \quad \ln \ln M(er, f) \geq \pi \int_{r_0}^{r} \frac{dt}{l_j(t)} + \frac{1}{2} \ln A.
\]
Adding these inequalities we get
\[
(1.12') \quad \ln \ln M(er, f) \geq \pi \int_{r_0}^{r} \frac{dt}{l_j(t)} + \frac{1}{2} \ln A + \frac{p}{2} \ln A.
\]
Using the Cauchy–Buniakowsky inequality and (1.4) we obtain
\[
p^2 = \left( \sum_{j=1}^{p} \sqrt{l_j(t)} \frac{1}{\sqrt{l_j(t)}} \right)^2 \leq \sum_{j=1}^{p} l_j(t) \sum_{j=1}^{p} \frac{1}{l_j(t)} \leq 2\pi \sum_{j=1}^{p} \frac{1}{l_j(t)}.
\]
Therefore (1.12') implies
\[
\ln \ln M(er, f) \geq \frac{p}{2} \int_{r_0}^{r} \frac{dt}{t} + \frac{1}{2} \ln A = \ln(Kr^{p/2}),
\]
where \(K = r_0^{-p/2} \sqrt{A/(2\pi)}\). If \(r/2 > r_0\), we get
\[
\ln M \left( \frac{r}{2}, f \right) \geq K_1 r^{p/2}, \quad K_1 = K(2e)^{-p/2}.
\]
Hence
\[
T(r, f) \geq \frac{1}{3} \ln M \left( \frac{r}{2}, f \right) \geq \frac{1}{3} K_1 r^{p/2},
\]
that is, (1.1) is satisfied. \(\square\)
Our next example shows that the estimate given by Theorem 1.2 is sharp.

Let \( f(z) = \cos(z^{p/2}) \), \( p = 1, 2, \ldots \). It is clear that \( f(z) \) is an entire function. Using Theorem 6.1 from Chapter 1 or the following asymptotic equality directly (\( z = re^{i\varphi}, |\varphi| < \pi \))

\[
|\cos(z^{p/2})| = \frac{1}{2} \exp \left( \frac{r^{p/2} \cos \frac{p\varphi}{2}}{2} \right) + O(1),
\]

we get

\[
T(r, f) \sim \frac{2}{\pi} r^{p/2}.
\]

If \( p \) is an even number, \( p = 2m \), the function \( f(z) \) has \( p \) asymptotic spots \( \{C_k\} \), where \( C_k \) is the ray \( \{\arg z = \varphi_k = \frac{\pi}{2m} + k\frac{\pi}{m}\} \), \( k = -m, -m + 1, \ldots, 0, \ldots, m - 1 \). In fact, if \( z = re^{i\varphi_k} \), then \( \cos(z^{p/2}) = \cos z^m = \cos(r^m i(-1)^k) = \cosh r^m \).

Asymptotic spots \( \{\infty, C_k\} \) are different since the inequality \( |\cos z^m| \leq 1 \) holds on the rays \( \{\arg z = \varphi_k = k\frac{\pi}{m}\} \), \( k = -m, -m + 1, \ldots, m \). If \( p \) is odd, \( p = 2m - 1 \), then the function \( f(z) \) has \( p \) asymptotic spots \( \{C_k\} \), where \( C_k \) is the ray \( \{\arg z = \varphi_k = \frac{\pi}{2m - 1} + k\frac{2\pi}{2m - 1}\} \), \( k = -m + 1, \ldots, m - 1 \). In fact, for \( z = re^{i\varphi_k} \), the equality \( \cos(z^{p/2}) = \cos(r^{p/2} i(-1)^k) = \cosh r^{p/2} \) holds.

Since \( |\cos(z^{p/2})| \leq 1 \) on the rays \( \{\arg z = \varphi_k = k\frac{2\pi}{2m - 1}\} \), \( k = -m + 1, -m + 2, \ldots, m - 1 \), then the asymptotic spots \( \{\infty, C_k\} \) are distinct in this case, too.

The following classical theorem is an immediate corollary of Theorem 1.2.

**THEOREM 1.3 (Wiman, Heins).** If the lower order \( \lambda \) of an entire function \( f(z) \) is less than 1/2, then

\[
\limsup_{r \to \infty} \mu(r, f) = \infty.
\]

(1.13)

The conclusion remains true if

\[
\liminf_{r \to \infty} r^{-1/2} T(r, f) = 0.
\]

(1.14)

The relation (1.13) means that there exists a sequence of circles \( \{z = r_k\} \), \( r_k \to \infty \) on which \( |f(z)| \) uniformly with respect to \( \arg z \) approaches \( \infty \).

To prove Theorem 1.3 note, that by Theorem 1.1 the function \( f(z) \) has at least one asymptotic spot at \( \infty \). If the condition (1.13) were not satisfied, then the relation (1.2) would take place, and, by (1.1), we would have

\[
\liminf_{r \to \infty} r^{-1/2} T(r, f) > 0,
\]

a contradiction.

**COROLLARY 1.** If the lower order \( \lambda \) of an entire function \( f(z) \) is less than 1/2, then \( \delta(a, f) = 0 \) for all \( a \neq \infty \).

In fact, suppose that \( \mu(r_k, f) \to \infty \) as \( r_k \to \infty \). Then \( |f(r_k e^{i\varphi}) - a| \geq \mu(r_k, f) - |a| \to \infty \) and \( m(r_k, a, f) = 0 \) for all \( k \geq k_0 \).

In Section 3 we show that for \( \lambda = 1/2 \) an entire function \( f(z) \) also cannot have finite deficient values. If \( \lambda > 1/2 \), then, as we have seen in Section 5 of Chapter 4, the set \( E_N(f) \) can contain an arbitrary preassigned countable set.
COROLLARY 2. Deficiencies of an entire function of order \( \rho < 3/2 \) are shift invariant.

In fact, if \( \lambda < 1/2 \), then, by Corollary 1, there are no finite deficient values, and if \( \lambda \geq 1/2, \rho < 3/2 \), then \( \rho - \lambda < 1 \), and we can apply the corollary of Theorem 6.5 from Chapter 4.

COROLLARY 3. Let \( f(z) \) be an entire function of finite lower order \( \lambda \). Then

\[
\limsup_{r \to \infty} \frac{\ln \mu(r,f)}{\ln M(r,f)} \geq -[2\lambda].
\]

If \( \lambda < 1/2 \), the inequality (1.15) follows from (1.13). Therefore we may assume that \( \lambda \geq 1/2 \) and, hence, \( n = [2\lambda] + 1 \geq 2 \). We form the function

\[
F(z) = f(z)f(\omega z)\ldots f(\omega^{n-1}z), \quad \omega = e^{2\pi i/n}.
\]

It is clear that \( F(z) = \Phi(z^n) \), where \( \Phi(z) \) is an entire function. Since \( M(r,\Phi) = M(r^n,F), M(r,F) \leq \{M(r,f)\}^n \), it is easy to see that the lower order of the function \( F(z) \) does not exceed \( \lambda \), and the lower order of the function \( \Phi(z) \) does not exceed \( \lambda/n < 1/2 \). The equality (1.13) implies that there exists a sequence \( r_j \to \infty \) such that \( \mu(R_j,F) > 1 \). Then \( \mu(R_j,F) > 1 \), where \( R_j = r_j^n \). But

\[
1 < \mu(R_j,F) \leq \mu(R_j,f)\{M(R_j,f)\}^{n-1},
\]

from where \( \ln \mu(R_j,f) > -(n - 1) \ln M(R_j,f) = -[2\lambda] \ln M(R_j,f) \), and we get (1.15).

Note also, that as is shown by Example 6 from Section 6 of Chapter 4 (see (6.61)), without the assumption \( \lambda < \infty \) we cannot claim that the upper limit in (1.15) is finite.

The estimate (1.15) is not sharp for \( \lambda \neq 1/2 \). A sharp estimate in the case \( \lambda \leq 1 \) is obtained in Theorem 3.4 and Corollary 2 from it. No sharp estimate is known\(^1\) for \( \lambda > 1 \).

Theorem 1.3 can be generalized in the following way.

THEOREM 1.3'. Let \( f(z) \) be an entire function of finite lower order \( \lambda \), and let \( l \) be a number satisfying the conditions

\[
0 < l \leq 2\pi, \quad l < \frac{\pi}{\lambda}.
\]

Then there exists a sequence of arcs \( \{\{z = r_k, \theta_k \leq \arg z \leq \theta_k + l\}, r_k \to \infty, 0 \leq \theta_k < 2\pi \text{ on which } |f(z)| \text{ approaches } \infty \text{ uniformly with respect to } \arg z \).

PROOF. If \( \limsup_{r \to \infty} \mu(r,f) = \infty \), we can let \( l = 2\pi \), therefore it suffices to consider the case when \( \mu(r,f) = O(1) \). In such a case we are under conditions of Theorem 1.2. Using the same notation as in the proof of Theorem 1.2, we can write the inequality (1.12). If the inequality \( \limsup_{r \to \infty} l_j(r) < \frac{\pi}{\lambda} \) were satisfied, then, taking \( \gamma \) satisfying \( \limsup_{r \to \infty} l_j(r) < \gamma < \frac{\pi}{\lambda} \), by (1.12) we would get

\[
\ln \ln M(\rho r,f) \geq \frac{\pi}{\gamma} \ln r + O(1).
\]

\(^1\)Sharp estimate is still unknown. See the editor’s Appendix in the end of the book for a survey of known results.
Since \( \frac{\pi}{2} > \lambda \), we would get a contradiction with the assumption that the lower order of \( f(z) \) is equal to \( \lambda \). Thus \( \limsup_{r \to \infty} l_j(r) \geq \frac{\pi}{2} \).

We see from here that if the number \( l \) satisfies the conditions (1.14'), then there exists a sequence \( r_k^{(1)} \to \infty \) such that \( l_j(r_k^{(1)}) > l \), \( k = 1, 2, \ldots \). By the definition of \( l_j(r) \), this indicates that there exists a sequence of arcs \( S_k^{(1)} = \{ |z| = r_k^{(1)}, \theta_k^{(1)} \leq \arg z \leq \theta_k^{(1)} + \pi \} \), such that \( |f(z)| \geq 1 \) for \( z \in S_k^{(1)}, \ k = 1, 2, \ldots \). Considering instead of \( f(z) \) the function \( f(z)/n \), where \( n \) is an arbitrary positive integer, we get a sequence of arcs \( S_k^{(n)} = \{ |z| = r_k^{(n)}, \theta_k^{(n)} \leq \arg z \leq \theta_k^{(n)} + \pi \}, 0 \leq \theta_k^{(n)} < 2\pi, \lim_{k \to \infty} r_k^{(n)} = \infty \), such that \( |f(z)| \geq n \) for \( z \in S_k^{(n)}, \ k = 1, 2, \ldots \). The sequence \( S_k^{(n)}, \ n = 1, 2, \ldots \), has the desired property. \( \square \)

**THEOREM 1.4 (Denjoy, Carleman, Ahlfors).** If an entire function \( f(z) \) has \( p \) asymptotic spots \( \{a_j, C_j\}, 1 \leq j \leq p, a_j \neq \infty \), then it satisfies (1.1).

**Proof.** Let \( r_0 \) be so large that the circle \( \{ |z| = r_0 \} \) intersects each curve \( C_j, 1 \leq j \leq p \), and the curves are pairwise disjoint for \( |z| \geq r_0 \). We may assume without loss of generality that the initial points \( z_j \) of curves \( C_j \) lie on the circle \( \{ |z| = r_0 \} \), and the rest of the curve is situated in \( \{ |z| > r_0 \} \) (if necessary, we delete the part of \( C_j \) between the initial point and the last point of intersection with \( \{ |z| = r_0 \} \)). We may assume that the curves \( C_j \) are numbered in such a way that indexes of the points \( z_1, \ldots, z_p \) are growing as we follow circle \( \{ |z| = r_0 \} \) in the positive direction.

The curves \( C_1, \ldots, C_p \) separate the region \( \{ r_0 < |z| < \infty \} \) into simply connected regions \( D_1, \ldots, D_p \); the region \( D_j \) lies between the curves \( C_j \) and \( C_{j+1}, C_{p+1} = C_1 \). Obviously the function \( f(z) \) is bounded on the boundary of \( D_j \) in the complex plane. Let us show that \( f(z) \) is unbounded in the region \( D_j \).

**Lemma 1.2 (Lindelöf).** Let \( \Phi(z) \) be analytic and bounded in \( \{ \Re z > 0 \} \), and continuous in \( \{ \Re z \geq 0 \} \). Let \( \Phi(iy) \to a_1 \) as \( y \to +\infty \) and \( \Phi(iy) \to a_2 \) as \( y \to -\infty \). Then \( a_1 = a_2 = a \), and the function \( \Phi(z) \) approaches \( a \) as \( z \to \infty, \Re z \geq 0 \).

**Proof.** First we suppose that \( a_1 = a_2 = a \). For each \( \varepsilon > 0 \) there exists \( r_1 = r_1(\varepsilon) \) such that \( |\Phi(iy) - a| < \varepsilon \) for \( |y| \geq r_1(\varepsilon) \). Let the number \( q > r_1 \) be so large that

\[
\frac{\Phi(z) - a}{z + q} \leq \frac{r_1}{q - r_1} \max_{z \in \gamma} |\Phi(z) - a| < \varepsilon
\]
on the arc \( \gamma = \{ |z| = r_1, \Re z \geq 0 \} \). Since

\[
\frac{z}{z + q} < 1 \text{ for } \Re z \geq 0,
\]
on the boundary of the region \( G = \{ |z| > r_1 \} \cap \{ \Re z > 0 \} \) in the complex plane we have

\[
(1.16) \quad \left| \frac{z}{z + q} \Phi(z) - a \right| \leq \varepsilon,
\]
and the left-hand side of (1.16) is bounded in the region \( G \). Lemma 1.1 implies that the inequality (1.16) holds everywhere in \( G \). Now let \( |z| > q, \Re z \geq 0 \). The inequality (1.16) implies

\[
|\Phi(z) - a| \leq \varepsilon \left| \frac{z + q}{z} \right| \leq \varepsilon \left( 1 + \frac{q}{|z|} \right) < 2\varepsilon,
\]
that is, \( \Phi(z) \) approaches \( a \) as \( z \to \infty \), \( \Re z \geq 0 \).

Now we assume that \( a_1 \neq a_2 \). Then the function

\[
F(z) = \left\{ \Phi(z) - \frac{a_1 + a_2}{2} \right\}^2
\]

satisfies the condition of the lemma and \( F(iy) \to \left( \frac{a_1 - a_2}{2} \right)^2 \) as \( y \to +\infty \) and \( y \to -\infty \). As was proved above the function \( F(z) \) approaches \( \left( \frac{a_1 - a_2}{2} \right)^2 \) as \( z \to \infty \), \( \Re z \geq 0 \).

From (1.17) we see that there is a single-valued of \( \sqrt{F(z)} \) in \( \{ \Re z \geq 0 \} \) such that

\[
\Phi(z) - \frac{a_1 + a_2}{2} = \sqrt{F(z)}.
\]

But \( \sqrt{F(iy)} \) approaches either \( (a_1 - a_2)/2 \) or \( (a_2 - a_1)/2 \) as \( |y| \to \infty \), that is, \( \Phi(iy) \) approaches \( a_1 \) or \( a_2 \) as \( |y| \to \infty \), it contradicts the assumption that \( \Phi(iy) \) has different limits as \( y \to +\infty \) and \( y \to -\infty \). \( \square \)

We continue the proof of the theorem. Assume that the function \( f(z) \) is bounded in the region \( D_j \). Let function \( z = \omega(\zeta) \) be a conformal univalent mapping of the half-plane \( \{ \Re \zeta > 0 \} \) onto \( D_j \), \( \omega(\infty) = \infty \). Then the function \( \Phi(\zeta) = f(\omega(\zeta)) \) satisfies the conditions of Lemma 1.2 with the roles of \( a_1 \) and \( a_2 \) played by \( a_{j+1} \) and \( a_j \), respectively. The lemma implies that \( a_{j+1} = a_j = a \) and \( \Phi(\zeta) \) approaches \( a \) as \( \zeta \to \infty \), \( \Re \zeta \geq 0 \) and, hence, as \( \zeta \to \infty \), \( \Re \zeta \geq 0 \), \( |\zeta| = k, k = 1, 2, \ldots \).

Denote by \( \gamma_k \) the image of the semi-circle \( \{ \Re \zeta \geq 0, |\zeta| = k \} \) under the mapping \( z = \omega(\zeta) \). It is clear that the distance between \( \gamma_k \) and \( z = 0 \) approaches \( \infty \) as \( k \to \infty \). Then \( f(z) \to a \) as \( z \to \infty \), \( z \in \bigcup_k \gamma_k \). According to the definition the asymptotic spots \( \{a_j, C_j\} \) and \( \{a_{j+1}, C_{j+1}\} \) coincide, we get a contradiction. Thus the function \( f(z) \) is unbounded in the region \( D_j \), \( 1 \leq j \leq p \). By the remark to Theorem 1.1 there exists an asymptotic curve \( C'_j \) in \( D_j \) such that \( f(z) \) approaches \( \infty \) along it. Obviously \( \{\infty, C'_j\}, 1 \leq j \leq p \), are different asymptotic spots, because the function \( f(z) \) is bounded on \( C_j \). Hence we are under the conditions of Theorem 1.2, therefore (1.1) is satisfied. \( \square \)

**Corollary.** An entire function of finite lower order \( \lambda \) cannot have more than \( [2\lambda] \) different finite asymptotic values and even \( [2\lambda] \) different asymptotic spots with finite asymptotic values (the second statement is stronger).

**Exercise.** Use the example

\[
f(z) = z^{-p/2} \sin(z^{p/2}), \ p = 1, 2, \ldots,
\]

to show that the estimate from the corollary is attained.

2. Non-asymptotic deficient values

For a long time the following conjecture of R. Nevanlinna was considered as plausible: an entire function of a finite order \( \rho \) can have at most \( [2\rho] \) finite deficient values. The point is that it seemed likely that each deficient value of an entire function is asymptotic. Theorem 5.1 from Chapter 4 not only disproves this conjecture, but also shows that an entire function of an arbitrary order \( \rho, 1/2 < \rho < \infty \), can have an infinite set of deficient nonasymptotic values, because the number of
asymptotic values does not exceed \([2\rho]\). The restriction \(\rho > 1/2\) is natural for entire functions, since for \(\rho \leq 1/2\) an entire function, as will be shown in Section 3 (for \(\rho < 1/2\) this was shown in Corollary 1 from Theorem 1.3), does not have finite deficient values, and a Picard exceptional value at \(\infty\) is necessarily an asymptotic value. Now we show that for meromorphic functions a deficient value can be nonasymptotic even for \(0 < \rho \leq 1/2\). It is still unknown\(^2\) whether this is true for \(\rho = 0\).

Since the construction of the example is rather simple we will not restrict ourselves to the case \(0 < \rho \leq 1/2\), but will consider the general case \(0 < \rho < \infty\).

**Example 1.** Let \(a = 4^\rho\), \(0 < \rho < \infty\). Consider the function

\[
f(z) = \sum_{k=1}^{\infty} \left( \frac{3 \cdot 4^k}{z - 5 \cdot 4^k} \right)^{[a^k]} + \sum_{k=1}^{\infty} \left( \frac{6 \cdot 4^k}{z + 10 \cdot 4^k} \right)^{[a^k]}
\]

\[(2.1)\]

It is easy to check, using the convergence of the series \(\sum_{k=1}^{\infty} \left( \frac{3}{5} \right)^{[a^k]}\), that both series from (2.1) are absolutely and uniformly convergent in each disc of finite radius, and therefore, the function \(f(z)\) determined by (2.1) is meromorphic.

We introduce the following notation \((k = 1, 2, \ldots)\):

\[
C_{+k} = \{ |z - 5 \cdot 4^k| < 3 \cdot 4^k \},
\]

\[
\tilde{C}_{+k} = \{ |z - 5 \cdot 4^k| < 4 \cdot 4^k \},
\]

\[
C_{-k} = \{ |z + 10 \cdot 4^k| < 6 \cdot 4^k \},
\]

\[
\tilde{C}_{-k} = \{ |z + 10 \cdot 4^k| < 8 \cdot 4^k \}
\]

It is easy to check that the discs \(C_j, j = \pm 1, \pm 2, \ldots\), are pairwise disjoint and that none of the point in the plane is covered by more than two discs \(\tilde{C}_j\). Note that for \(z \notin \tilde{C}_k \ (k \geq 1)\) the inequality

\[
\left| \frac{3 \cdot 4^k}{z - 5 \cdot 4^k} \right| \leq \frac{3 \cdot 4^k}{4 \cdot 4^k} = \frac{3}{4}
\]

holds, and for \(z \notin \tilde{C}_k \ (k \leq -1)\) the inequality

\[
\left| \frac{6 \cdot 4^{|k|}}{z + 10 \cdot 4^{|k|}} \right| \leq \frac{6 \cdot 4^{|k|}}{8 \cdot 4^{|k|}} = \frac{3}{4}
\]

holds. Therefore, if \(z \notin \bigcup_{j \in A} \tilde{C}_j\), where \(A\) is an arbitrary subset of the set \(B\) of nonzero integers, then

\[
(2.2) \quad \left| \sum_{j \in A} H_j(z) \right| \leq \sum_{j \in A} \left( \frac{3}{4} \right)^{|a^j|} \leq 2 \sum_{j=1}^{\infty} \left( \frac{3}{4} \right)^{a^j} = M < \infty.
\]

It is easy to see that outside \(\bigcup_{j \in B} C_j\) the function \(f(z)\) is bounded. In fact, if \(z \notin \bigcup_{j \in B} \tilde{C}_j\), then, by (2.2), we have \(|f(z)| \leq M\). If \(z\) is covered by discs \(\tilde{C}_j\), then

\(^2\)Ter-Israe [A150] constructed a meromorphic function of order 0 with a deficient non-asymptotic value.
it is covered by at most two such discs, so it is either covered by \( \tilde{C}_{j_0} \) only, or by \( \tilde{C}_{j_0} \) and \( \tilde{C}_{j_0+1} \). Consider, for example, the second case. Let \( z \notin \tilde{C}_j, j \neq j_0, j_0 + 1 \); \( z \in \tilde{C}_j, j = j_0, j_0 + 1 \). By (2.2) we have

\[
|f(z)| \leq |H_{j_0}(z)| + |H_{j_0+1}(z)| + \sum_{j \neq j_0, j_0 + 1} H_j(z) \leq |H_{j_0}(z)| + |H_{j_0+1}(z)| + M.
\]

But if \( z \in C_j \), then \( |H_j(z)| \leq 1 \). Therefore \( |f(z)| \leq 2 + M \). If \( z \) belongs to only one of the sets \( \tilde{C}_{j_0} \), using a similar argument we get \( |f(z)| \leq 1 + M \). In any case we have

\[
(2.3) \quad |f(z)| \leq 2 + M = M_1, \quad z \notin \bigcup_{j \in B} C_j.
\]

Since the discs \( C_j \) are pairwise disjoint, it is obvious that for each continuous curve \( \gamma \) tending to \( \infty \) we have

\[
\liminf_{z \to \infty} |f(z)| \leq M_1 \quad \text{and hence,} \quad \infty \text{ cannot be an asymptotic value for } f(z).
\]

If \( z \in C_j \) then, using (2.2) and using the same argument as in the proof of (2.3), we get

\[
(2.4) \quad |H_j(z)| - M_1 \leq |f(z)| \leq |H_j(z)| + M_1, \quad z \in C_j.
\]

By (2.3) and (2.4) everywhere in the complex plane the relations

\[
\ln^+ |f(z)| = \sum_{j \in B} \ln^+ |H_j(z)| + \Omega(z), \quad |\Omega(z)| \leq \ln(2M_1)
\]

hold, hence

\[
(2.5) \quad m(r, f) = \sum_{j \in B} m(r, H_j) + O(1).
\]

Let \( k \geq 1 \). Then

\[
(2.6) \quad m(r, H_k) = [a^k] \frac{1}{2\pi} \int_0^{2\pi} \ln^+ \frac{3 \cdot 4^k}{|re^{i\varphi} - 5 \cdot 4^k|} \, d\varphi
\]

\[
= [a^k] \frac{1}{2\pi} \int_0^{2\pi} \ln^+ \frac{3}{|4 - 5re^{i\varphi}|} \, d\varphi = [a^k] I_1 \left( \frac{r}{4^k} \right),
\]

where the function

\[
I_1(t) = \frac{1}{2\pi} \int_0^{2\pi} \ln^+ \frac{3}{|re^{i\varphi} - 5|} \, d\varphi
\]

is continuous for \( t \geq 0 \), positive for \( 2 < t < 8 \), and is equal to zero outside this interval. Similarly

\[
(2.7) \quad m(r, H_{-k}) = [a^k] I_2 \left( \frac{r}{4^k} \right),
\]

where the function

\[
I_2(t) = \frac{1}{2\pi} \int_0^{2\pi} \ln^+ \frac{6}{|re^{i\varphi} + 10|} \, d\varphi
\]

is continuous for \( t \geq 0 \), positive for \( 4 < t < 16 \), and is equal to zero outside this interval.
Let $2 \cdot 4^k \leq r \leq 8 \cdot 4^k$, $k = 2, 3, \ldots$. Then

$$m(r, f) + O(1) = \sum_{j=1}^{\infty} |a^{[j]}| I_1 \left( \frac{r}{4^j} \right) + \sum_{j=1}^{\infty} |a^{[j]}| I_2 \left( \frac{r}{4^j} \right)$$

(2.8)

$$= |a^k| I_1 \left( \frac{r}{4^k} \right) + |a^k| I_2 \left( \frac{r}{4^{k-1}} \right) + a^k \left\{ I_1 \left( \frac{r}{4^k} \right) + I_2 \left( \frac{r}{4^{k-1}} \right) + \frac{1}{a} \right\}.$$

Let $r4^{-k} = t$. The function

$$I(t) = I_1(t) + I_2(t) + \frac{1}{a} I_2(4t)$$

is continuous and positive on the closed interval $[2, 8]$ because $I_j(t) \geq 0$, $j = 1, 2$, $I_1(t) > 0$ on the interval $(2, 8)$, $I_2(t) > 0$ on the interval $(4, 16)$, and $I_2(4t) > 0$ is positive on the interval $(1, 4)$. Therefore

$$0 < \mu_1 = \min_{[2, 8]} I(t) \leq \max_{[2, 8]} I(t) = \mu_2 < \infty.$$

Relation (2.8) implies that for $2 \cdot 4^k \leq r \leq 8 \cdot 4^k$ the inequality

$$\mu_1 a^k + O(1) \leq m(r, f) \leq \mu_2 a^k + O(1)$$

holds. But $a = 4^\rho$, therefore

$$\left( \frac{r}{8} \right)^\rho = a^k = (4^k)^\rho \leq \left( \frac{2}{2} \right)^\rho,$$

and

(2.9)

$$8^{-\rho} \mu_1 r^\rho + O(1) \leq m(r, f) \leq 2^{-\rho} \mu_2 r^\rho + O(1).$$

It is easy to see that

$$n(r, f) = \sum_{k=1}^{p(r)} |a^k| + \sum_{k=1}^{q(r)} |a^k|, \quad p(r) = \left\lfloor \frac{\ln r}{\ln 4} \right\rfloor, \quad q(r) = \left\lceil \frac{\ln r}{\ln 4} \right\rceil.$$

Therefore

$$n(r, f) \leq \sum_{k=1}^{p(r)} a^k + \sum_{k=1}^{q(r)} a^k = \frac{a^{p(r)+1} - a}{a - 1} + \frac{a^{q(r)+1} - a}{a - 1} \leq \frac{a}{a - 1} (a^{p(r)} + a^{q(r)}) \leq \frac{2a}{a - 1} a^{p(r)} \leq \frac{2a}{a - 1} 4^{\ln r} = \frac{2a}{a - 1} (\frac{r}{5})^\rho = K_1 r^\rho.$$

Hence ($r > 20$)

(2.10)

$$N(r, f) \leq \frac{K_1}{\rho} r^\rho = K_2 r^\rho.$$

The formulas (2.9) and (2.10) imply that

(2.11)

$$T(r, f) \leq (2^{-\rho} \mu_2 + K_2) r^\rho + O(1) = K r^\rho + O(1).$$

From (2.9) and (2.11) we get

$$\delta(\infty, f) = \liminf_{r \to \infty} \frac{m(r, f)}{T(r, f)} \geq \frac{8^{-\rho} \mu_1}{K} > 0,$$

that is, $\infty$ is a deficient value. Formulas (2.9) and (2.11) imply that the order of $f(z)$ is equal to $\rho$. Thus the function $f(z)$ has the desired properties.
We see that in Iversen’s Theorem 1.1 the condition \( a \in E_\rho(f) \) cannot be replaced by a weaker condition \( a \in E_N(f) \). Now we show that even the condition \( \delta(a, f) = 1 \), and also the condition \( a \in E_B(f) \), does not imply that \( a \) is an asymptotic value. Here is an example.

**Example 2.** Let \( 1 < \rho < \infty \). Let \( l_j(r) \), \( j = 1, 2 \), be two continuously differentiable functions on \([0, \infty)\) satisfying the conditions:

A. \( \alpha \leq l_j(r) \leq \rho \), where \( \alpha \) is a number satisfying

\[
\frac{\rho}{2\rho - 1} < \alpha < 1.
\]

B. \( |l_j'(r)| = O\{(r \ln r \ln_2 r \ln_3 r)^{-1}\} \) as \( r \to \infty \), where \( \ln_j r = \ln \ln_{j-1} r \), \( \ln_1 r = \ln r \).

C. There exist sequences of \([a_n^{(j)}, b_n^{(j)}]\) of closed intervals \( n = 1, 2, \ldots; j = 1, 2 \), such that \( a_n^{(j)} \to \infty \), \( b_n^{(j)} - a_n^{(j)} \geq n^2 \), and \( l_j(r) \equiv \alpha \) for \( a_n^{(j)} \leq r \leq b_n^{(j)} \).

D. \( \lambda(r) = \max\{l_1(r), l_2(r)\} \equiv \rho \) for \( 0 \leq r < \infty \).

It is easy to see that such functions \( l_j(r) \) can be constructed.

In what follows \( z = re^{i\varphi}, |\varphi| \leq \pi \). We consider the functions analytic in the plane with a cut along the negative ray

\[
\lambda_j(z) = z \int_0^\infty \frac{l_j(t)dt}{(t+z)^2}, \quad j = 1, 2.
\]

We show that in each angle \( \{ |\varphi| \leq \pi - \delta \}, \delta > 0 \), the relation

(2.12)

\[
\lambda_j(z) = l_j(r) + o\left(\frac{1}{\ln r}\right)
\]

holds uniformly with respect to \( \varphi \). As we already observed in Section 5 of Chapter 2, for \( |\varphi| \leq \pi - \delta \), \( 0 \leq t < \infty \), the inequality

\[
|t + z| \geq (t + r)\sin\frac{\delta}{2}
\]

holds. Since

\[
z \int_0^\infty \frac{dt}{(t+z)^2} = 1 \text{ for } |\varphi| < \pi,
\]

we have

(2.13)

\[
|\lambda_j(z) - l_j(r)| = \left|z \int_0^\infty \frac{l_j(t) - l_j(r)}{(t+z)^2} dt\right| \leq \frac{r}{\sin^2\frac{\delta}{2}} \left( \int_0^{r} \frac{dt}{(t+z)^2} + \int_{\ln r}^{\infty} \frac{dt}{(t+z)^2} \right) + \int_{r}^{\infty} \frac{l_j(t) - l_j(r)}{(t+z)^2} dt.
\]

In the first and the third integrals we use the estimate \( |l_j(t) - l_j(r)| \leq \rho \). If \( r(\ln r)^{-2} \leq t \leq r(\ln r)^2 \), then \( |\ln(t/r)| \leq 2\ln_2 r \). Using the mean value theorem, we get

\[
l_j(t) - l_j(r) = \frac{dl_j(t)}{\ln t} \ln \frac{t}{r}, \quad r(\ln r)^{-2} \leq \xi \leq r(\ln r)^2,
\]

from where, using the condition B we obtain

\[
|l_j(t) - l_j(r)| = O\{(\ln \xi \ln_2 \xi \ln_3 \xi)^{-1}\} 2\ln_2 r = O\{(\ln r \ln_3 \xi)^{-1}\}, \quad r \to \infty.
\]
Substituting these estimates into (2.13) we get

\[ |\lambda_j(z) - l_j(r)| \leq \frac{r}{\sin^2 \frac{\theta}{2}} \left( \rho \int_0^{r(\ln r)^2} \frac{dt}{(t + r)^2} + O\{(\ln r \ln 3 r)^{-1}\} \right) \int_{r(\ln r)^2}^{(\ln r)^2} \frac{dt}{(t + r)^2} \]

\[ + \rho \int_{r(\ln r)^2}^{\infty} \frac{dt}{(t + r)^2} \leq \frac{r}{\sin^2 \frac{\theta}{2}} \left( \rho \int_0^{(r(\ln r)^2)} \frac{dt}{(t + r)^2} + \rho \int_{r(\ln r)^2}^{\infty} \frac{dt}{(t + r)^2} \right) \]

\[ = O\{(\ln r)^{-2}\} + O\{(\ln r \ln 3 r)^{-1}\} = o\{(\ln r)^{-1}\}, \]

that is, (2.12) has been proved. Note that (2.12) remains true, if the condition A is replaced by \( l_j(r) = o(\ln r) \). The condition (2.12) implies that the relation

\[ z^{\lambda_j} = (1 + o(1))z^{l_j(r)}, \quad r \to \infty. \]

in the angle \( \{0 < \varphi < \pi - \delta\} \).

Let number \( \theta \) be such that

\[ 1 < \theta < \frac{2\rho\alpha}{\rho + \alpha} < 2. \]

Denote by \( \Gamma_j(t) \) the boundary of the region \( D_j(t) = \{ r > t, |\varphi| < \pi\theta/2l_j(r) \}, \quad t \geq 1, \]

oriented in such a way that the region \( D_j(t) \) is on the right-hand side of \( \Gamma_j(t) \). By

(2.14) it is clear that for \( z \in \Gamma_j(1) \) we have

\[ \text{Re} z^{\lambda_j} = r^{l_j(r)} \left( \cos \frac{\pi\theta}{2} + o(1) \right). \]

In the complement to \( D(1) \) we define an analytic function \( F_j(z) \) by a Cauchy-type integral

\[ F_j(z) = \frac{1}{2\pi i} \int_{\Gamma_j(1)} \frac{\exp(\zeta^{\lambda_j})}{\zeta - z} d\zeta, \quad z \notin \bar{D}_j(1), \]

and the consider an analytic continuation of \( F_j(z) \) to the complex \( z \)-plane, setting

\[ F_j(z) = \frac{1}{2\pi i} \int_{\Gamma_j(t)} \frac{\exp(\zeta^{\lambda_j})}{\zeta - z} d\zeta, \quad t > |z|. \]

Thus, \( F_j(z) \) is an entire function.

Let \( \theta' \) and \( \theta'' \) be arbitrary numbers satisfying \( 1 < \theta' < \theta < \theta'' < 2 \). We denote the functions which we get if in the definition of \( \Gamma_j(t) \) and \( D_j(t) \) we replace \( \theta \) by \( \theta' \) (or \( \theta'' \)) by \( \Gamma'_j(t) \) and \( D'_j(t) \) (or by \( \Gamma''_j(t) \) and \( D''_j(t) \), respectively). Using (2.14) it is easy to check that the inequality

\[ \text{Re} z^{\lambda_j} \leq r^{l_j(r)} \left( \cos \frac{\pi\theta'}{2} + o(1) \right) \]

holds on arcs \( \{|z| = r, \pi\theta'/2l_j(r) < |\varphi| < \pi\theta''/2l_j(r)\} \), therefore, applying the integral Cauchy theorem (compare with Example 3 from Section 5, Chapter 2), we get:

1) If \( z \notin D_j(1) \), then

\[ F_j(z) = \frac{1}{2\pi i} \int_{\Gamma'_j(1)} \frac{\exp(\zeta^{\lambda_j})}{\zeta - z} d\zeta, \]
2) If \( z \in D_j(1) \), then
\[
F_j(z) = \frac{1}{2\pi i} \int_{\Gamma_j'(t)} \frac{\exp(\zeta \lambda_j(\zeta))}{\zeta - z} d\zeta, \quad t > |z|.
\]
If \( |z| > R \), where \( R > 1 \) is sufficiently large, then \( z \notin D_j(1) \) implies that the distance from \( z \) to \( \Gamma_j'(1) \) is greater than \( 1 \), and \( z \in D_j(1) \) implies that the distance for \( z \) to \( \Gamma''_j(1) \) is greater than \( 1 \). Assume that \( |z| > R \). If \( z \notin D_j(1) \), then
\[
|F_j(z)| \leq \frac{1}{2\pi} \int_{\Gamma_j'(1)} \exp(\text{Re}\zeta \lambda_j(\zeta))|d\zeta| < \infty.
\]

If \( z \in D_j(1) \), then
\[
F_j(z) = \frac{1}{2\pi i} \int_{\Gamma_j'(1)} \frac{\exp(\zeta \lambda_j(\zeta))}{\zeta - z} d\zeta + \frac{1}{2\pi i} \int_{\Gamma_j''(t)-\Gamma_j'(1)} \frac{\exp(\zeta \lambda_j(\zeta))}{\zeta - z} d\zeta,
\]
where \( \Gamma_j''(t) - \Gamma_j'(1) \) is the boundary of the region \( \{1 < r < t, \ |\varphi| < \pi \theta''/2l_j(r)\} \).

Since
\[
1 - \frac{1}{2\pi i} \int_{\Gamma_j''(t) - \Gamma_j'(1)} \frac{\exp(\zeta \lambda_j(\zeta))}{\zeta - z} d\zeta \leq \frac{1}{2\pi} \int_{\Gamma_j'(1)} \exp(\text{Re}\zeta \lambda_j(\zeta))|d\zeta| < \infty
\]
and
\[
\frac{1}{2\pi i} \int_{\Gamma_j''(t) - \Gamma_j'(1)} \frac{\exp(\zeta \lambda_j(\zeta))}{\zeta - z} d\zeta = \exp(\zeta \lambda_j(z))
\]
we have
\[
F_j(z) = \exp(\zeta \lambda_j(z)) + O(1).
\]
As a result we get for the entire function \( F_j(z) \) the following relations:
\[
F_j(z) = \begin{cases} 
O(1), & z \notin D_j(1), \\
\exp(\zeta \lambda_j(z)) + O(1), & z \in D_j(1).
\end{cases}
\]

Denote by \( \Delta_1 \) the region \( D_1(1) \), and by \( \Delta_2 \) the region symmetric to \( D_2(1) \) about the imaginary axis. By the condition D,
\[
\frac{1}{l_1(r)} + \frac{1}{l_2(r)} \leq \frac{1}{\rho} + \frac{1}{\alpha} \leq \frac{2}{\theta}, \quad r \geq 0,
\]
therefore
\[
\pi - \frac{\pi \theta}{2l_2(r)} > \frac{\pi \theta}{2l_1(r)}
\]
and the closed regions \( \Delta_1 \) and \( \Delta_2 \) do not intersect. Denote by \( \Delta_3 \) the complement of \( \Delta_1 \cup \Delta_2 \) in the complex plane. Then the function \( \Psi(z) = F_1(z) + F_2(-z) \) satisfies the condition:
\[
\Psi(z) = \begin{cases} 
\exp(\zeta \lambda_1(z)) + O(1), & z \in \Delta_1, \\
\exp((-z) \lambda_2(-z)) + O(1), & z \in \Delta_2, \\
O(1), & z \in \Delta_3.
\end{cases}
\]
Let $\alpha < \beta < 1$,

$$V(z) = \prod_{n=1}^{\infty} \left(1 - \frac{z}{n^{1/\beta}}\right), \quad \Phi(z) = V(z)V(-z).$$

Since all zeros of $V(z)$ are positive and $n(r,0,V) = |r^\beta|$, we can use for $V(z)$ the asymptotic formulas (5.3.2) from Chapter 2. Let $\eta$ be an arbitrarily small number satisfying $0 < \eta < \pi\theta/2\rho$. Then

$$(2.16) \quad \ln |V(re^{i\varphi})| = r^\beta \frac{\pi}{\sin \pi\beta} \cos(\varphi - \pi) + o(r^\beta)$$

uniformly in $\varphi$ satisfying $\eta \leq \varphi \leq 2\pi - \eta$. If we replace the equality sign in (2.16) by $\leq$, we get a relation valid for all $\varphi$, $0 \leq \varphi < 2\pi$. We need also the following lemma.

**Lemma 2.1.** Let $\mu(r,V) = \min_{|z|=r} |V(z)|$, $r_n = \left(n + \frac{1}{2}\right)^{1/\beta}$, $n = 1, 2, 3, \ldots$. Then

$$(2.17) \quad \ln \mu(r_n,V) = \ln |V(r_n)| = r_n^\beta \pi \cot \pi\beta + o(r_n^\beta).$$

Joining (2.16) and (2.17), it is easy to see that (2.16) holds for all $\varphi$, $0 \leq \varphi < 2\pi$ as $r = r_n \to \infty$. We do not want to interrupt our presentation of Example 2, for this reason we shall prove Lemma 2.1 later.

Since

$$\Phi(z) = \prod_{n=1}^{\infty} \left(1 - \frac{z}{n^{1/\beta}}\right)^2,$$

then obviously, $\mu(r, \Phi) = |\Phi(r)| = |V(r)||V(-r)| = \mu(r,V)M(r,V)$. Therefore

$$\ln \mu(r_n, \Phi) = \ln \mu(r_n, V) + \ln M(r_n, V)$$

$$(2.18) \quad = r_n^\beta \left\{ \pi \cot \pi\beta + \frac{\pi}{\sin \pi\beta} \right\} + o(r_n^\beta) = r_n^\beta \pi \cot \pi\beta + o(r_n^\beta).$$

Hence $\mu(r_n, \Phi) \to \infty$ as $n \to \infty$. The relation (2.16) implies that for $\eta \leq |\varphi| \leq \pi - \eta$

$$\ln |\Phi(re^{i\varphi})| = (1 + o(1))A(\beta) \cos \beta \left( |\varphi| - \frac{\pi}{2} \right) r^\beta,$$

$$(2.19) \quad A(\beta) = \pi \csc \frac{\pi\beta}{2}$$

holds uniformly in $\varphi$, furthermore, for $r = r_n \to \infty$ the relation (2.19) holds uniformly in $\varphi$, $|\varphi| \leq \pi$.

We show that the function $f(z) = \Psi(z)/\Phi(z)$ has the desired properties. The relation (2.19) implies that for $\eta \leq |\varphi| \leq \pi - \eta$ the function $|\Phi(re^{i\varphi})|$ uniformly approaches $\infty$ as $r \to \infty$. By (2.15) the function $f(z)$ approaches 0 uniformly as $z \to \infty$, $z \in \Delta_3$. For $r = r_n$ and $|\varphi| \leq \pi$ we get from (2.15) and (2.19) that

$$(2.20) \quad |f(re^{i\varphi})| = \exp\{1 + o(1)\} |r^j(r)\cos(l_j(r)\varphi) - A(\beta) \cos \beta \left( |\varphi| - \frac{\pi}{2} \right) r^\beta\} + o(1) \quad \text{for} \quad re^{i\varphi} \in \Delta_j, \ j = 1, 2.$$

Taking into account the condition D, we get

$$(2.21) \quad (1 + o(1)) \frac{1}{\pi\rho} r_n^\beta \leq m(r_n,f) \leq (1 + o(1)) \frac{2}{\pi\rho} r_n^\beta.$$
It is easy to see that \( n(r, f) = n(r, 0, \Phi) + O(1) \sim 2r^\beta \),
\( N(r, f) \sim \frac{2}{\beta}r^\beta. \)
\( (2.22) \)

From (2.21) and (2.22) we get
\[
(1 + o(1))\frac{1}{\pi \rho} r_n^\rho \leq T(r_n, f) \leq (1 + o(1))\frac{2}{\pi \rho} r_n^\rho.
\]
Since the function \( T(r, f) \) is increasing and \( r_n+1/r_n \to 1 \), for all \( r > 0 \) we have
\( (2.23) \)
\[
(1 + o(1))\frac{1}{\pi \rho} r^\rho \leq T(r, f) \leq (1 + o(1))\frac{2}{\pi \rho} r^\rho.
\]
The formulas (2.22) and (2.23) imply that \( \delta(\infty, f) = 1 \) and that \( \infty \) is a Borel exceptional value.

Now we show that \( \infty \) is not an asymptotic value. Since \( \beta > 1/2 \), we have \( r_n+1 - r_n = O(n) = o(n^2) \). Taking into account the condition C we see that for all sufficiently large \( n \) the segment \( [a_j^{(i)}, b_j^{(i)}] \) contains a point \( r_{nk}^{(i)} \). On the arcs \( \{ |z| = r_{nk}^{(i)}, z \in \Delta_j \} \), \( j = 1, 2 \), by the condition C and the relation (2.20) we have
\( (r = r_{nk}^{(i)}) \)
\[
|f(re^{i\varphi})| = \exp \left\{ (1 + o(1)) \left[ O(r^\alpha) - A(\beta) \cos \beta \left( |\varphi| - \frac{\pi}{2} \right) r^\beta \right] \right\} + O(1) \leq \exp \left\{ -(1 + o(1)) \pi \cot \frac{\pi \beta}{2} r^\beta \right\} + o(1) \leq o(1).
\]
Since, as we already observed, \( |f(z)| = o(1) \) when \( z \to \infty, z \in \Delta_3 \), it is clear that \( \infty \) cannot be an asymptotic value.

A slight modification of the example is necessary in the case \( \rho = \infty \). Let \( 1/2 < \alpha < \beta < 1, 1 < \theta < 2\alpha \). We choose the functions \( l_j(r) \) in such a way that they satisfy the conditions B and C, and also the following conditions:
\( A' \). \( \alpha \leq l_j(r) < \infty \).
\( D' \). \( l(r) \to \infty, l(r) = o(\ln r) \) as \( r \to \infty \).
\( E' \). If \( l_1(r) < 2\theta \alpha/(2\alpha - \theta) \), then \( l_2(r) > \theta \alpha \), and if \( l_2(r) < 2\theta \alpha/(2\alpha - \theta) \), then \( l_1(r) > \theta \alpha \).

With these modifications the previous argument can be used. We leave verification of this as an exercise for interested readers. Later in this section we shall construct an example of an entire function of infinite order for which \( \delta(0, f) = 1 \), but 0 is not an asymptotic value. However, in this example \( 0 \not\in E_B(f) \).

Now we prove Lemma 2.1.

PROOF. It is clear that \( \mu(r, V) = |V(r)| \). Since (2.16) with \( = \) replaced by \( \leq \) holds also for \( \varphi = 0 \), it remains to show that
\( (2.24) \)
\[
\ln |V(r_n)| \geq r_n^\beta \pi \cot \beta + o(r_n^\beta).
\]

We have
\( (2.25) \)
\[
\ln |V(r_n)| = \sum_{k=1}^{n} \ln \left( \frac{r_n}{k^{1/\beta}} - 1 \right) + \sum_{k=n+1}^{\infty} \ln \left( 1 - \frac{r_n}{k^{1/\beta}} \right)
\]
\[
= \sum_{k=1}^{n} \ln \frac{r_n}{k^{1/\beta}} + \sum_{k=1}^{\infty} \ln \left[ 1 - \left( \frac{k}{n + \frac{1}{2}} \right)^{1/\beta} \right] + \sum_{k=n+1}^{\infty} \ln \left[ 1 - \left( \frac{n + \frac{1}{2}}{k} \right)^{1/\beta} \right].
\]
Since \( n(r, 0, V) = (1 + o(1))r^\beta \), we get

\[
(2.26) \quad \sum_{k=1}^{n} \ln \frac{r_n}{k^{1/\beta}} = N(r_n, 0, V) = (1 + o(1)) \frac{r_n^\beta}{\beta}.
\]

It is easy to check that the functions \( \ln(1 - x^\beta) \) and \( \ln(1 - x^{-\beta}) \) are concave on intervals \((0, 1)\) and \((1, \infty)\), respectively. Therefore for \(|t| \leq 1/2\) we have

\[
\ln \left[ 1 - \left( \frac{k}{n + \frac{1}{2}} \right)^{1/\beta} \right] \geq \frac{1}{2} \left\{ \ln \left[ 1 - \left( \frac{k + t}{n + \frac{1}{2}} \right)^{1/\beta} \right] + \ln \left[ 1 - \left( \frac{k - t}{n + \frac{1}{2}} \right)^{1/\beta} \right] \right\}
\]

if \( k \leq n \), and

\[
\ln \left[ 1 - \left( \frac{n + \frac{1}{2}}{k} \right)^{1/\beta} \right] \geq \frac{1}{2} \left\{ \ln \left[ 1 - \left( \frac{n + \frac{1}{2}}{k + t} \right)^{1/\beta} \right] + \ln \left[ 1 - \left( \frac{n + \frac{1}{2}}{k - t} \right)^{1/\beta} \right] \right\}
\]

if \( k \geq n + 1 \). Integrating the first of these inequalities with respect to \( t \) from 0 to 1/2, we get:

\[
\ln \left[ 1 - \left( \frac{k}{n + \frac{1}{2}} \right)^{1/\beta} \right] \geq \int_{0}^{1/2} \left\{ \ln \left[ 1 - \left( \frac{k + t}{n + \frac{1}{2}} \right)^{1/\beta} \right] + \ln \left[ 1 - \left( \frac{k - t}{n + \frac{1}{2}} \right)^{1/\beta} \right] \right\} dt
\]

\[
= \int_{-1/2}^{1/2} \ln \left[ 1 - \left( \frac{k + t}{n + \frac{1}{2}} \right)^{1/\beta} \right] dt = \int_{k-1/2}^{k+1/2} \ln \left[ 1 - \left( \frac{x}{n + \frac{1}{2}} \right)^{1/\beta} \right] dx, \quad k \leq n,
\]

similarly,

\[
\ln \left( 1 - \left( \frac{n + \frac{1}{2}}{k} \right)^{1/\beta} \right) \geq \int_{k-1/2}^{k+1/2} \ln \left[ 1 - \left( \frac{n + \frac{1}{2}}{x} \right)^{1/\beta} \right] dx, \quad k \geq n + 1.
\]

Hence

\[
\sum_{k=1}^{n} \ln \left[ 1 - \left( \frac{k}{n + \frac{1}{2}} \right)^{1/\beta} \right] + \sum_{k=n+1}^{\infty} \ln \left[ 1 - \left( \frac{n + \frac{1}{2}}{k} \right)^{1/\beta} \right]
\]

\[
\geq \int_{1/2}^{n+1/2} \ln \left[ 1 - \left( \frac{x}{n + \frac{1}{2}} \right)^{1/\beta} \right] dx + \int_{n+1/2}^{\infty} \ln \left[ 1 - \left( \frac{n + \frac{1}{2}}{x} \right)^{1/\beta} \right] dx
\]

\[
\geq \int_{0}^{n+1/2} \ln \left[ 1 - \left( \frac{x}{n + \frac{1}{2}} \right)^{1/\beta} \right] dx + \int_{n+1/2}^{\infty} \ln \left[ 1 - \left( \frac{n + \frac{1}{2}}{x} \right)^{1/\beta} \right] dx
\]

\[
= \beta r_n^\beta \left\{ \int_{0}^{1} u^{\beta - 1} \ln(1 - u) du + \int_{1}^{\infty} u^{\beta - 1} \ln \frac{u - 1}{u} du \right\} = \beta r_n^\beta I(\beta).
\]

Here we made the change of variable \( x = \left( n + \frac{1}{2} \right) u^\beta = r_n^\beta u^\beta \). Now we compute \( I(\beta), \, 0 < \beta < 1 \). Note that the function

\[
I(z) = \int_{0}^{1} u^{z-1} \ln(1 - u) du + \int_{1}^{\infty} u^{z-1} \ln \frac{u - 1}{u} du
\]

is analytic in the strip \(|Rz| < 1\). Let us compute \( I(z) \) for \( z = -\sigma, \, 0 < \sigma < 1 \). We can rewrite

\[
I(-\sigma) = \int_{0}^{\infty} u^{-\sigma-1} \ln |1 - u| du - \int_{1}^{\infty} u^{-\sigma-1} \ln u du.
\]
The first of these integrals can be easily computed using the residue calculus:

\[
\int_0^\infty u^{-\sigma-1} \ln |1-u| du = \lim_{\varepsilon \to +0} \left\{ \int_{1+\varepsilon}^{\infty} u^{-\sigma-1} \ln(u-1) du + \int_0^{1-\varepsilon} u^{-\sigma-1} \ln(1-u) du \right\}
\]

\[
= \lim_{\varepsilon \to +0} \left\{ \int_{1+\varepsilon}^{\infty} \frac{1}{\sigma} u^{-\sigma} \ln(u-1) du + \frac{1}{\sigma} \int_0^{1-\varepsilon} u^{-\sigma} du \right\}
\]

\[
= \lim_{\varepsilon \to +0} \left\{ \frac{1}{\sigma} u^{-\sigma} \ln|1-u|_{1+\varepsilon} + \frac{1}{\sigma^2} \int_0^{1-\varepsilon} u^{-\sigma} du \right\}
\]

\[
= \lim_{\varepsilon \to +0} \left\{ \frac{1}{\sigma} \ln \varepsilon (1+\varepsilon)^{-\sigma} -(1-\varepsilon)^{-\sigma} \right\} + \frac{1}{\sigma} \text{ v.p.} \int_0^{\infty} \frac{u^{-\sigma}}{u-1} du
\]

\[
= \frac{\pi}{\sigma} \cot \pi \sigma,
\]

the second integral can be easily computed using integration by parts:

\[(2.30) \quad \int_1^\infty u^{-\sigma-1} \ln u du = \frac{1}{\sigma^2}.\]

Thus

\[(2.31) \quad I(-\sigma) = \frac{\pi}{\sigma} \cot \pi \sigma - \frac{1}{\sigma^2}.\]

The function

\[
\frac{\pi}{z} \cot \pi z - \frac{1}{z^2}
\]

is analytic in the strip \{|\text{Re} z| < 1\} and coincides with \(I(z)\) on the interval \{|\text{Im} z = 0, -1 < \text{Re} z < 0\}. Hence

\[(2.32) \quad I(z) = \frac{\pi}{z} \cot \pi z - \frac{1}{z^2}\]

everywhere in the strip \{|\text{Re} z| < 1\}, in particular,

\[(2.33) \quad I(\beta) = \frac{\pi}{\beta} \cot \pi \beta - \frac{1}{\beta^2}.\]

Joining (2.25), (2.26), (2.27), and (2.33), we get (2.24).

\[\square\]

Remark. If we use the representation

\[
\pi \cot \pi z = \frac{1}{z} + \sum_{n=1}^{\infty} \frac{2z}{z^2 - n^2},
\]

we can get the equality (2.32) in an easier way. Replacing \(u\) by \(u^{-1}\) in the second integral in (2.28), we get

\[
I(z) = \int_0^1 u^{-z-1} \ln(1-u) du + \int_0^1 u^{-z-1} \ln(1-u) du
\]

\[
= - \int_0^1 \left\{ \sum_{n=1}^{\infty} \frac{u^{n+z-1} + u^{n-z-1}}{n} \right\} du = 2 \sum_{n=1}^{\infty} \frac{1}{z^2 - n^2} = \frac{\pi}{z} \cot \pi z - \frac{1}{z^2}.
\]

It is worth mentioning that we will use the equalities (2.29) and (2.30) in Section 3 (Lemma 3.3).
Now we construct an example showing that a meromorphic function of order $ho$, $0 < \rho < \infty$, can have a Borel exceptional value which is not asymptotic. In the same example a Borel exceptional value is not deficient.

**Example 3.** Let $0 < \rho < \infty$, $0 < \alpha < \beta < \min(\rho, 1/2)$, $n$ is an odd integer exceeding $2\rho$. Let $V(z)$ be a function from Lemma 2.1. Take a continuously differentiable for $r \geq 0$ function $l(r)$ such that $l(r) r \ln r \to 0$ as $r \to \infty$, $\alpha/n \leq l(r) \leq \rho/n < 1/2$, where $l(r^n) = \rho/n$ for some sequence $r_k \to \infty$ and for some increasing sequence $\{n_j\}$ of positive integers we have

\[
(2.34) \quad l \left( n_j + \frac{1}{2} \right)^{n/\beta} = \frac{\alpha}{n}.
\]

It is easy to see that such function $l(r)$ exists. Let $\Phi(z)$ be a canonical product of genus zero with positive zeros $a_j$ such that $n(r, 0, \Phi) \sim r^{l(r)}$ as $r \to \infty$.

Using the relations (5.2′) and (5.4) from Chapter 2 we get

\[
\ln M(r, \Phi) \sim \pi \csc \left( \pi l(r) \right) r^{l(r)},
\]

\[
T(r, \Phi) \sim \frac{1}{l(r)} r^{l(r)}.
\]

Let $\Psi(z) = \Phi(z^n)$, $l_1(r) = l(r^n)$. By Theorem 6.6 from Chapter 1 we have

\[
(2.35) \quad \ln M(r, \Psi) \sim \pi \csc \left( \pi l_1(r) \right) r^{n l_1(r)},
\]

\[
(2.36) \quad T(r, \Psi) \sim \frac{1}{l_1(r)} r^{n l_1(r)}.
\]

Since $n$ is odd, then $\Psi(z)$ does not have negative integers. The function $f(z) = \Psi(z)/V(-z)$ has the desired properties. It is obvious that $N(r, \infty, f) = N(r, 0, V) \sim \frac{1}{\beta} r^{\beta}$. The function $\Psi(z)$ has order $\rho$ and the function $V(-z)$ has order $\beta < \rho$, therefore the order of the function $f(z)$ is equal to $\rho$ and $\infty \in E_B(f)$. We show that $\infty$ is not an asymptotic value. Let $q_j = \left( n_j + \frac{1}{2} \right)^{1/\beta}$. By (2.34) we have $n l_1(q_j) = \alpha$.

Taking into account (2.17) and (2.35) we get

\[
\ln M(q_j, f) \leq \ln M(q_j, \Psi) - \ln \mu(q_j, V) = q_j^\alpha \pi \csc \frac{\pi \alpha}{n} + o(q_j^\alpha) - q_j^\beta \pi \cot \pi \beta + o(q_j^\beta) = -q_j^\beta \pi \cot \pi \beta + o(q_j^\beta) \to -\infty.
\]

Hence $M(q_j, f) = o(1)$ and $\infty$ cannot be an asymptotic value.

By (2.36) we have

\[
T(q_j, f) \geq T(q_j, V) - T(q_j, \Psi) + O(1) = \frac{1}{\beta} q_j^\beta + o(q_j^\beta) - \frac{1}{l_1(q_j)} q_j^n + o(q_j^n) = \frac{1}{\beta} q_j^\beta + o(q_j^\beta),
\]

\[
N(q_j, \infty, f) = \frac{1}{\beta} q_j^\beta + o(q_j^\beta),
\]

hence $\delta(\infty, f) = 0$. 
**Remark 1.** Using the same idea it is possible to construct similar example with $\rho = \infty$. It will be necessary to replace the function $\Psi(z)$ by the entire function which was constructed in Section 6 of Chapter 4 (see (6.7) in Chapter 4).

**Remark 2.** In Example 2 the value $\infty$ was not only nonasymptotic Borel exceptional value, but also the order of $N(r, \infty, f)$ was less than the lower order of $T(r, f)$. We do not know\(^3\) whether it is possible to construct such example with $\rho \leq 1$. In Example 3 we can take $\rho \leq 1$, but in this example the order of $N(r, \infty, f)$ exceeds the order of $T(r, f)$.

We saw that if for a meromorphic function $f(z)$ the order of $N(r, a, f)$ is less than the order of $T(r, f)$, the value $a$ does not have to be asymptotic. However the following is true:

**Theorem 2.1.** Let $f(z)$ be a meromorphic function of order $\rho < \infty$, and orders of $N(r, a)$ and $N(r, b)$, $a \neq b$, be less than $\rho$. Then $a$ and $b$ are asymptotic values.

**Proof.** It is clear that without loss of generality we may assume that $a = 0$, $b = \infty$. The values 0 and $\infty$ are Borel exceptional values, hence, as it was shown in Section 1 of Chapter 4, the order $\rho$ is a positive integer. Let $\pi_1(z)$ and $\pi_2(z)$ be canonical products built using zeros and poles of $f(z)$, respectively. The order of $\pi_j(z)$ is equal to $\rho_j < \rho$, and genus is equal to $p_j \leq \rho - 1$, here $\rho_1$ is the order of $N(r, 0)$, and $\rho_2$ is the order of $N(r, \infty)$.

The function $f(z)$ can be represented in the form (see Theorem 4.1 from Chapter 2):

$$f(z) = z^m e^{\alpha z^r} e^{Q(z)} \frac{\pi_1(z)}{\pi_2(z)},$$

where $m$ is an integer, $\alpha \neq 0$, $Q(z)$ is a polynomial of degree at most $\rho - 1$. Let

$$1 > \varepsilon > 0; \rho_j + \varepsilon < \rho, \ j = 1, 2; h = \max(\rho - 1 + \varepsilon, \rho_1 + \varepsilon, \rho_2 + \varepsilon) < \rho.$$ 

Since for $r \leq r_0$ the inequalities $\ln M(r, e^{-Q}) \leq h^r$, $\ln M(r, \pi_j) \leq r^h$ hold, then

$$\ln |f(z)| \geq \Re \{\alpha z^r\} + \ln |\pi_1(z)| + m \ln |z| - \ln M(r, e^{-Q}) - \ln M(r, \pi_2)$$

$$= \Re \{\alpha z^r\} + \ln |\pi_1(z)| + O(|z|^h).$$

Let $a_j \neq 0$ be a sequence of zeros of the function $f(z)$. Then for $r \geq r_1$ we have $n(r, 0, f) \leq r^{\rho_1 + \frac{\varepsilon}{2}}$ and

$$\sum_{j} |a_j|^{-h} < \infty.$$

Let $|z| = r > 1$, $R = 2r$. Denote by $g_R(z)$ the function

$$g_R(z) = \pi_1(z) \prod_{|a_j| \leq R} \frac{R^2 - a_j z}{R(z - a_j)} = \pi_1(z) \omega_R(z).$$

Since $|\omega_R(z)| = 1$ for $|z| = R$, the equality

$$T(R, g_R) = m(R, g_R) = m(R, \pi_1) = T(R, \pi_1)$$

holds. We have

$$\ln |\pi_1(z)| \geq \ln \mu(|z|, g_R) - \ln |\omega_R(z)|.$$ 

\(^3\)This seems to be still unknown.
But
\[
\ln \mu(r, gR) = -\ln M \left( r, \frac{1}{gR} \right) \geq -\frac{R + r}{R - r} T \left( R, \frac{1}{gR} \right)
\]
(2.41)
\[
= -3T \left( R, \frac{1}{gR} \right) = -3\{T(R, gR) - \ln |gR(0)|\}
\]
\[
= -3\{T(R, \pi) - \ln |\omega_R(0)|\} \geq -3T(R, \pi)
\]
\[
\geq -3R^h = -3 \cdot 2^h r^h.
\]

We exclude from the complex plane the set
\[
M = \bigcup_j \{ |z - a_j| \leq |a_j| - h \}.
\]
Outside this set for \(|z| = r \geq r_1\) the inequality
\[
\ln |\omega_R(z)| = \sum_{|a_j| \leq R} \ln \left| \frac{R^2 - \bar{a}_j z}{R(z - a_j)} \right| \leq \sum_{|a_j| \leq R} \ln \frac{2R}{|z - a_j|}
\]
(2.42)
\[
\leq \sum_{|a_j| \leq R} \ln (2R|a_j|^h) \leq n(R, 0, f) \ln (2R^{h+1})
\]
\[
\leq R^{n+\frac{2}{h}} \ln (2R^{h+1}) < R^h = 2^h r^h
\]
holds.

Joining the inequalities (2.38), (2.40), (2.41), (2.42) we get that outside the set \(M\) the inequality
\[
\ln |f(z)| \geq \Re \{ \alpha z^\rho \} + O(|z|^h)
\]
(2.43)
holds. Let \(0 < \eta < \frac{\pi}{2}\). In the angle \(W = \{ |\arg \alpha + \rho \arg z| < \frac{\pi}{2} - \eta \}\) the inequality \(\Re \{ \alpha z^\rho \} \geq |z|^\rho |\alpha| \sin \eta\) holds. On the other hand, the sum of radiiuses of the discs forming \(M\) is finite. Therefore the open set \(W \setminus M\) has one unbounded connected component, in which we can draw a continuous curve \(C\) approaching \(\infty\). On the curve \(C\)
\[
\ln |f(z)| \geq |z|^\rho |\alpha| \sin \eta + O(|z|^h) = (1 + o(1)) |z|^\rho |\alpha| \sin \eta \rightarrow \infty
\]
as \(z \rightarrow \infty\), that is, the curve \(C\) is an asymptotic curve with \(\infty\) as an asymptotic value. Applying this statement to \(1/f(z)\) we get that \(0\) is also an asymptotic value.

It is still unknown whether Theorem 2.1 remains true\(^4\) without the assumption \(\rho < \infty\).

The assumption that the orders of \(N(r, a)\) and \(N(r, b)\) are less than the order of \(T(r, f)\) in Theorem 2.1 cannot be replaced by the assumption that \(a\) and \(b\) are Borel exceptional values. It is shown in our next example.

**Example 4.** We construct an entire function \(f(z)\) of the first order such that \(0 \in E_B(f)\), but \(0\) is not an asymptotic value. Let \(f(z)\) be a following canonical product of genus 1,
\[
f(z) = \prod_{m=1}^{\infty} \left( 1 - \frac{z}{a_m} \right) e^{\frac{z}{a_m}},
\]

\(^4\)Hayman [A76] constructed an entire function \(f\) of infinite lower order, such that \(N(r, 0, f)\) has order 1/2, but zero is not an asymptotic value.
such that its roots are real,

$$n(r, 0) = O(r)$$  \hspace{1cm} (2.44)$$

and there exists a sequence $4 < r_1 < r_2 < r_3 < \ldots$, such that the following conditions are satisfied:

(a) \hspace{1cm}

$$r_{3k+3} > 2e^{r_{3k+2}}, \ k = 0, 1, \ldots$$  \hspace{1cm} (2.45)$$

(b) The function $f(z)$ does not have zeros in the annuluses $Q_k = \{2r_{3k+2} \leq |z| \leq r_{3k+3}\}, \ k = 0, 1, \ldots$

(c) \hspace{1cm}

$$\sum_{|a_m| \leq r_{3k+1}} \frac{1}{a_m} > k + 2, \ k = 0, 1, \ldots$$  \hspace{1cm} (2.46)$$

(d) \hspace{1cm}

$$\sum_{|a_m| < r} \frac{1}{a_m} = 0, \ r_{3k+2} < r < r_{3k+3}, \ k = 0, 1, \ldots$$  \hspace{1cm} (2.47)$$

Let us assume for a moment that sequences $\{a_m\}$ and $\{r_k\}$ having the desired properties exist and show that $f(z)$ is the desired function.

The order of $n(r, 0)$ cannot be less than one because otherwise the series

$$\sum_m \frac{1}{|a_m|}$$

would converge in contradiction with (2.46). Since $f(z)$ is a canonical product of genus one, its order is also equal to one. To determine the type of $T(r, f)$ we use the Lindelöf theorem (Theorem 4.4 from Chapter 2). For $r = r_{3k+1}$ we have, using (2.46),

$$K(r) = \sum_{|a_m| \leq r} \frac{1}{a_m} > k \to \infty,$$

therefore $T(r, f)$ has maximal type and, by (2.44), $0 \in E_B(f)$.

Let us show that zero is not an asymptotic value. For this it is enough to establish that the function $f(z)$ uniformly with respect to $\arg z$ approaches $\infty$ on the sequence $\{|z| = R_k = \exp\left(\frac{1}{2}r_{3k+2}\right)\}$ of circles. It is clear that $2r_{3k+2} < R_k < \frac{1}{2}r_{3k+3}$. Since $f(z)$ does not have zeros in the annuluses $Q_k$, by (2.47), we can write

$$f(z) = g_k(z)h_k(z), \ k = 0, 1, 2, \ldots,$$  \hspace{1cm} (2.48)$$

where

$$g_k(z) = \prod_{|a_m| < 2r_{3k+2}} \left(1 - \frac{z}{a_m}\right), \ h_k(z) = \prod_{|a_m| > r_{3k+3}} E\left(\frac{z}{a_m}, 1\right).$$
Since for $|u| < 1/2$ the inequality $|\ln E(u, 1)| \leq \frac{|u|^2}{2}(1 + |u| + |u|^2 + \ldots) \leq |u|^2$ holds, then, taking into account (2.44), we have

$$
\ln h_k(z) \leq \sum_{|a_m| > \frac{R_k}{3k+3}} \left| \ln E\left(\frac{z}{a_m}, 1\right) \right| \leq \sum_{|a_m| > \frac{R_k}{3k+3}} \frac{z^2}{a_m} = 2R_k^2 \int_{\frac{R_k}{3k+3}}^{\infty} \frac{dn(t, 0)}{t^2} \leq 2R_k^2 \int_{\frac{R_k}{3k+3}}^{\infty} \frac{n(t, 0)}{t^3} dt
$$

(2.49)

$$
= O \left( R_k^2 \int_{\frac{R_k}{3k+3}}^{\infty} t^{-2} dt \right) = O(1)
$$

for $|z| = R_k$ as $k \to \infty$. On the other hand, for $|z| = R_k$ we have

$$
\ln |g_k(z)| \geq \sum_{|a_m| < \frac{2R_k}{3k+2}} \ln \left( \frac{R_k}{|a_m|} - 1 \right) \geq \ln \left( \frac{R_k}{r_{3k+2}} - 1 \right) \to \infty.
$$

Therefore $\ln |f(z)| \geq \ln |g_k(z)| - \ln |h_k(z)| = \ln |g_k(z)| + O(1)$ on the circles $\{|z| = R_k\}$, and the function $f(z)$ uniformly approaches $\infty$. From here it follows, among other things, that $\delta(0, f) = 0$.

Now we describe the construction of sequences $\{a_m\}$ and $\{r_k\}$. This construction is based on the divergence of the series $\sum_{n=1}^{\infty} \frac{1}{n}$.

Consider an interval $(0, r_1)$, where $r_1 > 4$ is not an integer. Assume that the interval is so long that

$$
\sum_{n \in (0, r_1)} \frac{1}{n} > 2.
$$

Now we consider an interval $(r_1, r_2)$, $r_1 < r_2$, where $r_2$ is not an integer and is such that

$$
\sum_{n \in (r_1, r_2)} \frac{1}{n} \geq 0, \quad \sum_{n \in (0, r_1)} \frac{1}{n} - \sum_{n \in (r_1, r_2)} \frac{1}{n} < 0.
$$

(2.50)

We include into the sequence $\{a_m\}$ all integers from $(0, r_1)$ and all integers from $(-r_2, -r_1)$.

Further, we include into $\{a_m\}$ a number $b_1$ from the interval $(-|r_2| - 1, -|r_2|)$, chosen in such a way that

$$
\sum_{n \in (0, r_1)} \frac{1}{n} - \sum_{n \in (r_1, r_2)} \frac{1}{n} + \frac{1}{b_1} = 0.
$$

The inequality (2.50) implies that such choice is possible.

Let $r_3$ be an arbitrary non-integer satisfying $r_3 > 2e^{r_2}$.

Now we choose an interval $(r_3, r_4)$, $r_3 < r_4$, where $r_4$ is non-integer, in such a way that

$$
\sum_{n \in (r_3, r_4)} \frac{1}{n} > 3,
$$

and interval $(r_4, r_5)$, $r_4 < r_5$, is non-integer, in such a way that

$$
\sum_{n \in (r_3, r_4)} \frac{1}{n} - \sum_{n \in (r_4, r_5)} \frac{1}{n} \geq 0, \quad \sum_{n \in (r_3, r_4)} \frac{1}{n} - \sum_{n \in (r_4, r_5+1)} \frac{1}{n} < 0.
$$
Include into \( \{a_m\} \) all integers from \( (r_3,r_4) \) and all integers from \( (-r_5,-r_4) \), and also a number \( b_2 \) satisfying \( -[r_5] - 1 < b_2 < -[r_5] \) and such that

\[
\sum_{n \in (r_3,r_4)} \frac{1}{n} - \sum_{n \in (r_4,r_5)} \frac{1}{n} + \frac{1}{b_2} = 0.
\]

Further, we choose a non-integer \( r_5 > 2e^{s_0} \) and continue in an obvious way. It is clear that the sequences \( \{a_m\} \) and \( \{r_k\} \) chosen using this procedure satisfy have the desired properties.

**Remark 1.** The constructed function \( f(z) \) satisfies \( m(R_k,0,f) \to 0 \), hence \( \delta(0,f) = 0 \). Thus \( 0 \in E_B(f) \setminus E_N(f) \).

**Remark 2.** The lower order of the constructed function \( f(z) \) is equal to zero. In fact, by \((2.48), (2.49)\), and \((2.44)\), we get

\[
\ln M(R_k,f) = \ln M(R_k,g_k) + O(1)
\[
\leq \sum_{|a_m| \leq 2r_{3k+2}} \ln \left( 1 + \frac{R_k}{|a_m|} \right) + O(1)
\leq n(2r_{3k+2},0) \ln(1 + R_k) + O(1)
\leq O(r_{3k+2} \ln R_k) = O(\ln^2 R_k).
\]

The order \( \rho \) of the function \( f(z) \) in our example is equal to 1. If we take \( F(z) = f(z^n), n = 2,3,\ldots \), we get an analogous example with \( \rho = n \). It is not known whether such example exist for functions of infinite order.\(^5\)

We see that in Theorem 2.1 the condition that the orders of \( N(r,a) \) and \( N(r,b) \) are lower than the order of \( T(r,f) \) cannot be replaced by the condition that the categories of \( N(r,a) \) and \( N(r,b) \) are lower than the category of \( T(r,f) \). However, Edrei and Fuchs [EF59a] proved the following theorem: *Let \( f(z) \) be a meromorphic function of a finite order and \( \delta(a) = \delta(b) = 1, a \neq b \) (that is, \( N(r,a) = o(T(r,f)) \) and \( N(r,b) = o(T(r,f)) \)). Then \( a \) and \( b \) are asymptotic values.*\(^6\) We cannot present here a proof of this theorem, we only give an example showing that this theorem is not valid for functions of infinite order.

**Example 5.** We construct an entire function \( f(z) \) of infinite order such that \( \delta(0,f) = 1 \), but 0 is not an asymptotic value (since now we are dealing with functions of infinite order, this example is stronger than Example 2).

First of all, we need a function \( E(z) \) defined in the following way. Let \( a \) be a real number, \( A(a) \) be a half-strip \( \{x > a, \ |y| < \pi\} \), \( z = x + iy, L(a) \) be the boundary of \( A(a) \) oriented in such a way that \( A(a) \) is on the right. We define the function \( E(z) \) in the complement of \( A(0) \) by the Cauchy-type integral:

\[
E(z) = \frac{1}{2\pi i} \int_{L(0)} \frac{e^{zt}}{t-z} dt.
\]

(2.51)

Obviously, the integral

\[
\frac{1}{2\pi i} \int_{L(a)} \frac{e^{zt}}{t-z} dt
\]

\(^5\)Now it exists: Hayman [A76].

\(^6\)For meromorphic functions of finite lower order with sum of deficiencies two all deficient values are asymptotic. See the Appendix at the end of the book.
for \( a > 0 \) is an analytic continuation of \( E(z) \) onto the complement of \( \overline{A(a)} \). Hence the function (2.51) has an analytic continuation to the whole complex plane, that is, is an entire function.

Since by the integral Cauchy theorem the integral of the function \( e^{i\tau} \) over the boundary of the rectangle \( \{a_1 < x < a_2, \ |y| < \pi \} \) is equal to zero, we have

\[
\frac{1}{2\pi i} \int_{L(a_1)} e^{i\tau} \, dt = \frac{1}{2\pi i} \int_{L(a_2)} e^{i\tau} \, dt,
\]

and the integral

\[
I = \frac{1}{2\pi i} \int_{L(a)} e^{i\tau} \, dt
\]

does not depend on \( a \). Since the function \( e^{i\tau} \) is periodic with period \( 2\pi i \), the integrals over the rays \( \{y = \pm \pi, \ x \geq a \} \) cancel each other, and we get

\[
I = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{a+iv} \, dy.
\]

Letting \( a \to -\infty \) in the right-hand side of this equality, we get \( I = 1 \). Let \( z \in \overline{A(0)} \). Then

\[
E(z) + \frac{1}{z} = \frac{1}{2\pi i} \int_{L(2)} \frac{e^{i\tau}}{t-z} \, dt + \frac{1}{2\pi i} \int_{L(2)} \frac{e^{i\tau}}{z} \, dt = \frac{1}{2\pi i} \int_{L(2)} \frac{t}{z(t-z)} e^{i\tau} \, dt
\]

(2.52)

\[
= \frac{1}{2\pi i} \int_{L(2)} \left( -t + \frac{t^2}{t-z} \right) e^{i\tau} \, dt = \frac{1}{z^2} \Omega(z).
\]

If the distance from \( z \) to \( L(2) \) is not less than \( \pi/3 \), then we have \( |t| + |t|^2 \leq 2|t|^3 \). Since on the rays \( \{x > 1, \ y = \pm \pi \} \) the equality \( |\exp(x+iy)| = \exp(-e^x) \) holds, the function \( \Omega(z) \) is bounded by a constant which does no depend on \( z \). If the distance from \( z \) to \( L(2) \) is less than \( \pi/3 \), we replace the part of \( L(2) \) which is inside the disc \( \{|t-z| < \pi/3\} \) by an arc of the circle \( \{|t-z| = \pi/3\} \) lying in \( A(2) \). By the integral Cauchy theorem the value of the last integral in (2.52) is not affected by this change of the path of integration. As before we have \( |t| + t^2 \leq 2|t|^3 \), and for points \( z \) on the arc \( \{|t-z| = \pi/3\} \) we have the inequality \( |\exp(t)| \leq \exp \left( -\frac{1}{2} \text{Re} \right) \). Thus in this case the function \( \Omega(z) \) is also bounded. If \( z \in L(0) \) we can use similar reasoning. We get that

(2.53)

\[
E(z) = -\frac{1}{z} + O \left( \frac{1}{|z|^2} \right), \ z \notin A(0).
\]

Now let \( z \in A(0) \). Then, taking \( a > \text{Re} z > 0 \), we have

\[
E(z) = \frac{1}{2\pi i} \int_{L(a)} \frac{e^{i\tau}}{t-z} \, dt = \frac{1}{2\pi i} \int_{L(2)} \frac{e^{i\tau}}{t-z} \, dt
\]

\[
+ \frac{1}{2\pi i} \int_{L(a)-L(-2)} \frac{e^{i\tau}}{t-z} \, dt = \frac{1}{2\pi i} \int_{L(-2)} \frac{e^{i\tau}}{t-z} \, dt + e^{i\tau}.
\]

As before, we get that

\[
E(z) - e^{i\tau} + \frac{1}{z} = \frac{1}{z^2} \frac{1}{2\pi i} \int_{L(-2)} \left( -t + \frac{t^2}{t-z} \right) e^{i\tau} \, dt.
\]
The boundedness of the last integral is proved as before; only in this case, when the distance from \( z \) to \( L(-2) \) is less than \( \pi/3 \) we replace the part of \( L(-2) \) by an arc of the circle \( \{ |t - z| = \pi/3 \} \) lying outside \( A(-2) \). Thus

\[
E(z) = e^{\pi z} - \frac{1}{z} + O \left( \frac{1}{|z|^2} \right), \quad z \in A(0).
\]

We shall write \( A \) instead of \( A(0) \). The relations (2.53) and (2.54) imply that

\[
E(z) = \begin{cases} 
  e^{\pi z} + \frac{\Psi_1(z)}{z}, & z \in A, \\
  \frac{\Psi_2(z)}{z}, & z \notin A,
\end{cases}
\]

where \( |\Psi_j(z)| < 2 \) for \( |z| > r_0 \geq 1 \), \( j = 1, 2 \).

Let \( K > 8 \) be a real number such that the open set \( G \subset A \) defined as the set of all solutions of the inequality \( |e^{\pi z} + K| < 7 \) lies in the half-plane \( \{ x > 4r_0 \} \) and the diameters of all connected components of \( G \) are less than \( \pi \). Obviously, sufficiently large numbers \( K \) have this property. Let

\[
q_n = \sqrt{(2\pi 2^n)^2 - 1}, \quad \theta_n = \arcsin(2\pi 2^n)^{-1},
\]

then

\[
\Phi(z) = K + \sum_{n=1}^{\infty} E\{ e^{i\theta_n} (z - iq_n) \}.
\]

The uniform convergence of the series (2.56) in each finite disc can be easily checked, hence \( \Phi(z) \) is an entire function.

Denote by \( A^0 \) the half-strip \( \{ x > 0, \quad |y| < \pi/2 \} \), and by \( A_n, A_n^0, G_n \) the images of \( A, A^0, G \), respectively, under the mapping \( \lambda_n(z) = e^{-i\theta_n} z + iq_n \). It is easy to see that half-strips \( A_n \) are pairwise disjoint, \( G_n \subset A_n \) and \( \bigcup_{n=1}^{\infty} G_n \subset H = \{ x > 2r_0 \} \). Denote by \( C_n \) the disc \( \{ |z - iq_n| < r_0 \} \). Let us show that

\[
\Omega(z) = \sum_{n=1}^{\infty} |z - iq_n|^{-1} < 3
\]

for \( z \notin C = \bigcup_{n=1}^{\infty} C_n \). In fact, if \( q_m \leq y \leq q_{m+1}, \quad m = 1, 2, \ldots \), then

\[
\Omega(z) \leq 2 + \sum_{n=1}^{m-1} |z - iq_n|^{-1} + \sum_{n=m+2}^{\infty} |z - iq_n|^{-1}
\]

\[
\leq 2 + \sum_{n=1}^{m-1} |y - q_n|^{-1} + \sum_{n=m+2}^{\infty} |y - q_n|^{-1}
\]

\[
\leq 2 + \sum_{n=1}^{m-1} (q_m - q_n)^{-1} + \sum_{n=m+2}^{\infty} (q_n - q_{m+1})^{-1}
\]

\[
\leq 2 + \sum_{n=1}^{m-1} \frac{3}{2\pi 2^n} + \sum_{n=m+2}^{\infty} \frac{3}{2\pi 2^n}
\]

\[
\leq 2 + \frac{3}{2\pi} \frac{m - 1}{2^m} + \frac{3}{8\pi} \leq 2 + \frac{3}{8\pi} + \frac{3}{8\pi} < 3.
\]
If \( y \leq q_1 \), the same estimate works. The relations (2.55), (2.56), (2.57) imply that the relation

\[
\Phi(z) = \begin{cases} Q(z), & z \notin \{ \bigcup_{n=1}^{\infty} A_n \} \cup C \\ \exp\exp(e^{i\theta_n} (z - iq_n)) + Q(z), & z \in A_n \setminus C \end{cases}
\]

holds, where \( |Q(z) - K| < 6 \). Denote by \( D \) the set of those \( z \notin C \) for which \( |\Phi(z)| < 1 \). It is easy to see that \( D \subset \bigcup_{n=1}^{\infty} G_n \). In fact, \( |Q(z)| \geq K - 6 \geq 2 \), therefore \( D \subset \bigcup_{n=1}^{\infty} A_n \). Let \( z \in D \cap A_n \). Then

\[
|\exp\exp(e^{i\theta_n} (z - iq_n)) + K| \leq |\Phi(z)| + |K - Q(z)| < 1 + 6 = 7,
\]

that is, \( z \in G_n \). Hence \( D \subset H \) and the diameters of all connected components of \( D \) are less than \( \pi \).

Consider the function \( g(z) = \Phi(z) \exp\exp z \). Let us show that zero is not an asymptotic value for this function. In the half-plane \( H_1 = \{ x \leq 2r_0 \} \) the inequality \( |\exp\exp z| \geq \exp(-e^{2r_0}) \geq \mu, \ 0 < \mu < 1 \), holds, and for \( z \notin C \) we have \( |\Phi(z)| \geq 1 \) since \( H_1 \) does not intersect \( D \). Hence, in \( H_1 \setminus C \) we have \( |g(z)| \geq \mu \). The sets \( B_k = \{ x \geq 2r_0, \ |y - 2\pi k| \leq \pi/2 \} \setminus D, \ k = 0, \pm 1, \pm 2, \ldots \), are unbounded continua, since the diameters of all connected components of \( D \) are less than \( \pi \). On the other hand, on \( B_k \) we have \( |\Phi(z)| \geq 1 \) and \( |\exp\exp z| = \exp(e^x \cos y) \geq 1, \ |g(z)| \geq 1 \).

On the rays \( S_n = \{ \arg(z - iq_n) = -\theta_n, \ x \geq 2r_0 \}, \ n \geq 1 \), the inequalities

\[
|\Phi(z)| = |\exp\exp|z - iq_n| + Q(z)| \\
\geq \exp\exp|z - iq_n| + \Re Q(z) > \exp\exp|z - iq_n| \\
= \exp\exp\{x \sec \theta_n\},
\]

\[
|g(z)| = \exp\exp\{e^{x \sec \theta_n} + e^x \cos y\} \geq 1
\]

hold. Obviously, the open set \( H_1 \setminus (B \cup S) \), where \( B = \bigcup_{k=-\infty}^{\infty} B_k, \ S = \bigcup_{n=1}^{\infty} S_n \), does not have unbounded connected components.

As the final result we get that the open set of those \( z \) for which \( |g(z)| < \mu \) does not have unbounded connected components. Hence zero is not an asymptotic value for \( g(z) \).

Let us estimate \( T(r, \Phi(z)) \). It is convenient for us to estimate \( T(r, \Phi(z) - 1) \) first. Observe that by the maximum modulus principle \( |\Phi(z)| = O(1) \) for \( z \in C \). Let \( z = re^{i\theta} \). Then, by (2.58), we get

\[
T(r, \Phi(z) - 1) = \frac{1}{2\pi} \int_{|z|=r} \ln^+ |\Phi(z) - 1|d\theta
\]

\[
< O(1) + \sum_{n} \frac{1}{2\pi} \int_{|z|=r} \ln^+ |\Phi(z) - 1|d\theta
\]

\[
= O(1) + \sum_{n} \frac{1}{2\pi} \int_{|z|=r} \Re \exp\{e^{i\theta_n}(z - 1 - iq_n)\}d\theta.
\]

But

\[
-1 - iq_n = -2\pi 2^n e^{i(\pi - \theta_n)} = -i2\pi 2^n e^{-i\theta_n},
\]
therefore \( \exp\{i\theta_n(z - 1 - iq_n)\} = \exp\{re^{i(\theta + \theta_n)}\} \). Suppose that the intersection of the set of those \( z \), for which \( z - 1 \in A_n^0 \) with the circle \( \{ |z| = r \} \) is non-empty, that is, \( 2\pi 2^n - \frac{\pi}{2} \leq r \). Then

\[
\int_{|z|=r} \text{Re} \exp\{re^{i(\theta + \theta_n)}\} d\theta = \int_{\alpha_n - \theta_n}^{\beta_n - \theta_n} e^r \cos(\theta + \theta_n) \cos\{r \sin(\theta + \theta_n)\} d\theta 
\]

where

\[
\alpha_n = \arcsin \frac{2\pi 2^n - \pi/2}{r},
\]

\[
\beta_n = \arcsin \min \left(1, \frac{2\pi 2^n + \pi/2}{r} \right).
\]

Substituting (2.60) into (2.59) we get

\[
T(r, \Phi(z - 1)) \leq O(1) + \sum_{n=1}^{\nu(r)} \frac{1}{2\pi} \int_{\alpha_n}^{\beta_n} e^r \cos\{r \sin \theta\} d\theta,
\]

where \( \nu(r) = \left[ (\ln 2)^{-1} \ln \frac{r + \pi/2}{2\pi} \right] \). We define a continuous function \( \varphi(y) \) on \( [0, \infty) \) in the following way. We let \( \varphi(y) = \cos y \) for \( |y - 2\pi 2^n| \leq \frac{\pi}{2} \), \( n = 1, 2, \ldots \), and let \( \varphi(y) = 0 \) for all other \( y \geq 0 \). Then the inequality (2.61) can be rewritten in the following way:

\[
T(r, \Phi(z - 1)) \leq O(1) + \frac{1}{2\pi} \int_0^{\pi/2} e^r \cos\theta \varphi(r \sin \theta) d\theta.
\]

It is clear that

\[
\frac{1}{r} \int_0^r \varphi(y) dy \to 0 \quad \text{as} \quad r \to \infty.
\]

Applying to the integral in the right-hand side of (2.62) Lemma 4.1 from Chapter 4, we get \( T(r, \Phi(z - 1)) = o(e^{r/\sqrt{r}}) \). Since \( T(r, \Phi(z)) \leq (1 + o(1))T(r+1, \Phi(z - 1)) \) (see (1.4) in Chapter 2), we have

\[
T(r, \Phi(z)) = o(e^{r/\sqrt{r}}).
\]

On the other hand, as it was shown in the construction of Example 1 in Section 6 Chapter 4, we have

\[
T(r, e^{r}) = (1 + o(1)) \frac{e^r}{\sqrt{2\pi 3^r}}, \quad r \to \infty.
\]

Since \( T(r, e^{r}) - T(r, \Phi^{-1}) \leq T(r, g) \leq T(r, e^{r}) + T(r, \Phi) \), the relations (2.63) and (2.64) imply that

\[
T(r, g) = (1 + o(1)) \frac{e^r}{\sqrt{2\pi 3^r}}, \quad r \to \infty.
\]

But \( N(r, 0, g) = N(r, 0, \Phi) \leq T(r, \Phi) + O(1) = o(T(r, g)) \). Hence \( \delta(0, g) = 1 \) and the function \( g(z) \) has the desired properties.
3. Meromorphic functions of order less than 1/2

By the Wiman–Heins Theorem 1.3 for an entire function of order \( \lambda < 1/2 \) there exists a sequence of circles \( \{ |z| = r_k \} \), \( r_k \to \infty \), on which \( f(z) \) approaches \( \infty \) uniformly in \( \arg z \). The following theorem is a generalization of this result for meromorphic functions.

**Theorem 3.1.** Let \( f(z) \) be a meromorphic function of lower order \( \lambda < 1/2 \). If
\[
\delta(\infty, f) > 1 - \cos \pi \lambda,
\]
then there exists a sequence of circles \( \{ |z| = r_k \} \), \( r_k \to \infty \), on which \( f(z) \) approaches \( \infty \) uniformly in \( \arg z \).

Observe, that if we replace the condition (3.1) by the condition
\[
\delta(a, f) > 1 - \cos \pi \lambda,
\]
\( a \neq \infty \), we can claim that there exists a sequence of circles \( \{ |z| = r_k \} \), \( r_k \to \infty \), on which \( f(z) \) approaches \( a \) uniformly in \( \arg z \). In fact, for the function
\[
f_1(z) = \frac{1}{f(z) - a}
\]
we have \( \lambda[f_1] = \lambda[f] = \lambda \), \( \delta(\infty, f_1) = \delta(a, f) \), so it suffices to apply Theorem 3.1 to \( f_1(z) \). By virtue of this remark, Theorem 3.1 immediately implies the following corollary, containing the corollary of Theorem 1.3 and Valiron’s Theorem 4.6 from Chapter 2.

**Corollary.** Let \( f(z) \) be a meromorphic function of lower order \( \lambda < 1/2 \). If
\[
\delta(a, f) > 1 - \cos \pi \lambda,
\]
then \( a \) is the only deficient value of the function \( f(z) \). In particular, a meromorphic function of lower order \( \lambda = 0 \) cannot have more than one deficient value.

In fact, since the function \( f(z) \) approaches \( a \) on the sequence of circles \( \{ |z| = r_k \} \), \( r_k \to \infty \), uniformly in \( \arg z \), for \( b \neq a \) we have \( m(r_k, b) = O(1) \) and hence \( \delta(b, f) = 0 \).

Theorem 3.1 is a corollary of a more subtle theorem giving a quantitative estimate of the degree of convergence of \( f(z) \) to \( \infty \).

**Theorem 3.2.** Let \( f(z) \) be a meromorphic function of lower order \( \lambda < 1/2 \). Then the inequality
\[
\limsup_{r \to \infty} \frac{\ln^+ \mu(r, f)}{T(r, f)} \geq \frac{\pi \lambda}{\pi \lambda} (\delta(\infty, f) - 1 + \cos \pi \lambda)
\]
holds.

The proof of Theorem 3.2 relies on several lemmas. The first of them will be also used in Section 4, for this reason we prove it in a more general formulation than is needed for the proof of Theorem 3.2.

**Lemma 3.1.** Let \( f(z), f(0) = 1, \) be a meromorphic function with zeros \( a_\mu \) and poles \( b_\nu \), and \( q \geq 0 \) be an integer. The following representation holds for each \( R > 0 \):
\[
f(z) = \alpha_{R,q}(z) \omega_{R,q}(z),
\]
where
\[
\alpha_{R,q}(z) = \prod_{|a_\mu| < R} E \left( \frac{z}{a_\mu}, q \right) \left\{ \prod_{|b_\nu| < R} E \left( \frac{z}{b_\nu}, q \right) \right\}^{-1},
\]
Subtracting this equality from (3.6) we get

\[ |\ln \omega_{R,q}(z)| \leq K_1 \left( \frac{T}{R} \right)^{q+1} T(2R, f) + K_2 q(r^q + 1), \]

\[ |z| = r \leq \frac{1}{2} R, \]

where \( K_1 \) and \( K_2 \), \( 0 < K_1, K_2 < \infty \) are constants which do not depend on \( r \) and \( R \).

**Proof.** By formula (2.5) from Chapter 1 we have

\[
\{\ln f(\zeta)\}^{(q+1)} = (-1)^q q! \sum_{|a\mu| < R} \frac{1}{(\zeta - a\mu)^{q+1}} - (-1)^q q! \sum_{|b\nu| < R} \frac{1}{(\zeta - b\nu)^{q+1}} \\
+ I_{R,q}(\zeta) + J_{R,q}(\zeta),
\]

where

\[
I_{R,q}(\zeta) = \frac{(q+1)!}{2\pi} \int_0^{2\pi} \ln |f(Re^{i\theta})| \frac{2Re^{i\theta}}{(Re^{i\theta} - \zeta)^{q+2}} d\theta,
\]

\[
J_{R,q}(\zeta) = q! \sum_{|a\mu| < R} \left( \frac{a\mu}{R^2 - a\mu \zeta} \right)^{q+1} - q! \sum_{|b\nu| < R} \left( \frac{b\nu}{R^2 - b\nu \zeta} \right)^{q+1}.
\]

Straightforward calculation shows that

\[
\{\ln \alpha_{R,q}(\zeta)\}^{(q+1)} = (-1)^q q! \sum_{|a\mu| < R} \frac{1}{(\zeta - a\mu)^{q+1}} - (-1)^q q! \sum_{|b\nu| < R} \frac{1}{(\zeta - b\nu)^{q+1}}.
\]

Subtracting this equality from (3.6) we get

\[ \{\ln \omega_{R,q}(\zeta)\}^{(q+1)} = I_{R,q}(\zeta) + J_{R,q}(\zeta). \]

Let us estimate \( I_{R,q}(\zeta) \) and \( J_{R,q}(\zeta) \) for \(|\zeta| \leq \frac{1}{2} R\). We have

\[
|I_{R,q}(\zeta)| \leq \frac{(q+1)!2R}{(R - |\zeta|)^{q+2}} \frac{1}{2\pi} \int_0^{2\pi} \ln |f(Re^{i\theta})| d\theta \\
\leq \frac{(q+1)!2^{q+3}}{R^{q+1}} \left( m(R, f) + m \left( R, \frac{1}{f} \right) \right) \leq \frac{(q+1)!2^{q+4}}{R^{q+1}} T(R, f);
\]

\[
|J_{R,q}(\zeta)| \leq q! \left( \frac{R}{R^2 - R|\zeta|} \right)^{q+1} \left( n(R, f) + n \left( R, \frac{1}{f} \right) \right) \\
\leq \frac{q!2^{q+1}}{R^{q+1}} n(R; 0, \infty) \leq \frac{q!2^{q+2}}{R^{q+1}} N(2R; 0, \infty) \leq \frac{q!2^{q+3}}{R^{q+1}} T(2R, f)
\]

(passing from \( n(R; 0, \infty) \) to \( N(2R; 0, \infty) \) we used Lemma 7.1 from Chapter 1).

Thus

\[ |\ln \omega_{R,q}(\zeta)| \leq \frac{(q+1)!2^{q+5}}{R^{q+1}} T(2R, f), \ |\zeta| \leq \frac{1}{2} R. \]

Later on we shall need the following relation \(|z| < R\).
Using Lemma 7.1 from Chapter 1 we get

\[ f \ln \rho \text{ poles } b \]

therefore the estimate

\[ \left| \sum_{k=0}^{q} \frac{z^k}{k!} \{ \ln \omega_{R,q}(\zeta) \}^{(k)} \right| \]

holds, where \( 0 < K < 1 \) holds.

(3.10) \[ H_R(r) = \sum_{|a_\mu| < R} \ln \left( 1 + \frac{r}{|a_\mu|} \right) + \sum_{|b_\nu| < R} \ln \left( 1 + \frac{r}{|b_\nu|} \right). \]

The estimate

(3.11) \[ H_R(r) \leq 4T(2R, f), \quad 0 \leq r \leq R, \]

holds.

PROOF. By the inequality \( \ln(1 + x) \leq \ln^+ x + \ln 2, \quad 0 \leq x < \infty \), we have

\[ H_R(r) \leq \sum_{|a_\mu| < R} \left( \ln^+ \frac{r}{|a_\mu|} + \ln 2 \right) + \sum_{|b_\nu| < R} \left( \ln^+ \frac{r}{|b_\nu|} + \ln 2 \right) \]

\[ \leq N(r, 0) + n(R, 0) \ln 2 + N(r, \infty) + n(R, \infty) \ln 2 \]

\[ = N(r, 0, \infty) + n(R, 0, \infty) \ln 2. \]

Using Lemma 7.1 from Chapter 1 we get

\[ H_R(r) \leq N(r, 0, \infty) + N(2R, 0, \infty) \leq 2T(r, f) + 2T(2R, f) \leq 4T(2R, f), \]

\[ \square \]

Lemmas 3.2. Let \( f(z), \quad f(0) = 1, \) be a meromorphic function with zeros \( a_\mu \) and poles \( b_\nu \). Set

(3.9) \[ H_R(r) = \sum_{|a_\mu| < R} \ln \left( 1 + \frac{r}{|a_\mu|} \right) + \sum_{|b_\nu| < R} \ln \left( 1 + \frac{r}{|b_\nu|} \right). \]

Lemmas 3.3. For each \( a \) and \( b, \quad 0 < a < b, \) and each \( \sigma, \quad 0 < \sigma < 1, \) the inequalities

(3.11) \[ \int_a^b \{ \ln |1 - x| - \pi \sigma \cot \pi \sigma \ln^+ x \} x^{-1-\sigma} dx \]

\[ \geq C_1 a^{-\sigma} \ln(1 + a) - C_2 b^{-\sigma} \ln(1 + b); \]
\[ \int_a^b \{ \pi \sigma \csc \pi \sigma \ln^+ x - \ln(1 + x) \} x^{-1-\sigma} \, dx \geq C_3 a^{-\sigma} \ln(1 + a) - C_4 b^{-\sigma} \ln(1 + b) \]

hold, where \( C_k, 0 < C_k < \infty, \ k = 1, 2, 3, 4, \) are constants which do not depend on \( a \) and \( b \).

**Proof.** We shall use the equalities

(a) \[ \int_0^\infty \frac{\ln^+ x}{x^{1+\sigma}} \, dx = \frac{1}{\sigma^2}; \]

(b) \[ \int_0^\infty \frac{\ln(1 + x)}{x^{1+\sigma}} \, dx = \frac{\pi}{\sigma \sin \pi \sigma}; \]

(c) \[ \int_0^\infty \frac{\ln |1 - x|}{x^{1+\sigma}} \, dx = \frac{\pi}{\sigma \tan \pi \sigma}. \]

To get (b) we need to integrate by parts and to use the Residue Calculus:

\[ \int_0^\infty \frac{\ln(1 + x)}{x^{1+\sigma}} \, dx = \frac{1}{\sigma} \int_0^\infty \frac{dx}{x^\sigma (1 + x)} = \frac{\pi}{\sigma \sin \pi \sigma}. \]

The equalities (a) and (c) were proved in Section 2 (see (2.29) and (2.30)).

Consider the function

\[ \varphi(a) = \int_a^\infty \{ \ln |1 - x| - \pi \sigma \cot \pi \sigma \ln^+ x \} x^{-1-\sigma} \, dx, \ 0 \leq a < \infty. \]

By the equalities (a) and (c) we have \( \varphi(0) = 0; \) it is clear that \( \lim_{a \to \infty} \varphi(a) = 0. \)

Since the derivative

\[ \varphi'(a) = -\{ \ln |1 - a| - \pi \sigma \cot \pi \sigma \ln^+ a \} a^{-1-\sigma}, \]

as is easy to check, changes sign only once on the half-axis \( \{ 0 < a < \infty \} \), from plus to minus, we have \( \varphi(a) > 0 \) for \( 0 < a < \infty. \)

Set

\[ \psi(a) = \frac{\varphi(a)}{a^{-\sigma} \ln(1 + a)}. \]

This function is continuous and positive for \( 0 < a < \infty. \) Using the l’Hôpital rule we find its limits as \( a \to +0 \) and \( a \to +\infty \) and see that both are finite and positive. Therefore there exist constants \( C_1 \) and \( C_2, \) \( 0 < C_1 < C_2 < \infty, \) such that

\[ C_1 \leq \psi(a) \leq C_2, \ 0 < a < \infty. \]

The last inequality can be rewritten in the form

\[ C_1 a^{-\sigma} \ln(1 + a) \leq \varphi(a) \leq C_2 a^{-\sigma} \ln(1 + a), \ 0 < a < \infty, \]

from where we get

\[ \varphi(a) - \varphi(b) \geq C_1 a^{-\sigma} \ln(1 + a) - C_2 b^{-\sigma} \ln(1 + b), \ 0 < a < b < \infty, \]

the last inequality is equivalent to (3.11).

To prove the inequality (3.12) we use similar argument for

\[ \varphi(a) = \int_a^\infty \{ \pi \sigma \csc \pi \sigma \ln^+ x - \ln(1 + x) \} x^{-1-\sigma} \, dx. \]
Lemma 3.4. Let \( f(z), f(0) = 1, \) be a meromorphic function with lower order \( \lambda < 1. \) Then for each \( \sigma, \lambda < \sigma < 1, \) the inequality
\[
\limsup_{r \to \infty} \left\{ \ln \mu(r, f) + \frac{\pi \sigma}{\sin \pi \sigma} [N(r, \infty) - \cos \pi \sigma N(r, 0)] \right\} \geq 0
\]
holds.

Proof. We may assume without loss of generality that \( f(z) \) is not identically constant. Let \( a_\mu \) be zeros of the function \( f(z), \) \( b_\nu \) be its poles. Using the change of variable in the integrals from the inequalities (3.11) and (3.12) we get the inequalities
\[
\int_{\xi}^{\eta} \left\{ \ln \left| 1 - \frac{r}{|a_\mu|} \right| - \pi \sigma \cot \pi \sigma \ln \left| \frac{r}{|a_\mu|} \right| \right\} \frac{dr}{r^{1+\sigma}} \geq C_1 \xi^{-\sigma} \ln \left( 1 + \frac{\xi}{|a_\mu|} \right) - C_2 \eta^{-\sigma} \ln \left( 1 + \frac{\eta}{|a_\mu|} \right);
\]
\[
\int_{\xi}^{\eta} \left\{ \frac{\pi \sigma}{\sin \pi \sigma} \ln \left| \frac{r}{|a_\mu|} \right| - \ln \left( 1 + \frac{r}{|a_\mu|} \right) \right\} \frac{dr}{r^{1+\sigma}} \geq C_3 \eta^{-\sigma} \ln \left( 1 + \frac{\eta}{|b_\nu|} \right) - C_4 \eta^{-\sigma} \ln \left( 1 + \frac{\eta}{|b_\nu|} \right),
\]
where \( 0 < \sigma < 1, \) and \( \xi \) and \( \eta \) are arbitrary numbers satisfying the condition \( \sigma < \xi < \eta < \infty. \) We add inequalities of the form (3.15) over all \( a_\mu \) satisfying \( |a_\mu| < R, \) and add all inequalities of the form (3.16) over all \( b_\nu \) satisfying \( |b_\nu| < R. \) We get two inequalities. Adding them together, we get
\[
\int_{\xi}^{\eta} \left\{ \ln |\tilde{\alpha}_{R,0}(r)| - \frac{\pi \sigma}{\tan \pi \sigma} N(r, 0) + \frac{\pi \sigma}{\sin \pi \sigma} N(r, \infty) \right\} \frac{dr}{r^{1+\sigma}} \geq C_5 \xi^{-\sigma} H_R(\xi) - C_6 \eta^{-\sigma} H_R(\eta),
\]
where \( C_5 = C_1 + C_3, \) \( C_6 = C_2 + C_4, \) \( H_R(\xi) \) is determined by (3.9), and
\[
\tilde{\alpha}_{R,0}(z) = \prod_{|a_\mu| < R} \left( 1 - \frac{z}{a_\mu} \right) \prod_{|b_\nu| < R} \left( 1 + \frac{z}{b_\nu} \right)^{-1}.
\]
By Lemma 3.1 with \( q = 0, \) we have a representation
\[
f(z) = \alpha_{R,0}(z) \omega_{R,0}(z),
\]
where
\[
\alpha_{R,0}(z) = \prod_{|a_\mu| < R} \left( 1 - \frac{z}{a_\mu} \right) \prod_{|b_\nu| < R} \left( 1 - \frac{z}{b_\nu} \right)^{-1},
\]
and \( \ln \omega_{R,0}(z) \) admits the estimate
\[
|\ln \omega_{R,0}(z)| \leq K_1 \frac{r}{R} T(2R, f), \quad |z| = r \leq \frac{1}{2} R
\]
\((K_1 \text{ does not depend on } r \text{ and } R).\) Obviously,
\[
\mu(r, \alpha_{R,0}) \geq |\tilde{\alpha}_{R,0}(r)|,
\]
therefore
\[
\mu(r, f) \geq \mu(r, \alpha_{R,0}) \mu(r, \omega_{R,0}) \geq |\tilde{\alpha}_{R,0}(r)| \mu(r, \omega_{R,0}),
\]
from where, using the estimate (3.5) we get
\[ \ln |\tilde{A}_{R,0}(r)| \leq \ln \mu(r, f) + |\ln \mu(r, \omega_{R,0})| \leq \ln \mu(r, f) + K_1 \frac{r}{R} T(2R, f), \ 0 \leq r \leq \frac{1}{2}R, \]
whence
\[
\int_\xi^\eta \ln |\tilde{A}_{R,0}(r)| \frac{dr}{r^{1+\sigma}} \leq \int_\xi^\eta \ln \mu(r, f) \frac{dr}{r^{1+\sigma}} + \frac{K_1}{1-\sigma} \frac{\eta^{1-\sigma}}{R} T(2R, f), \quad 0 < \sigma < 1, 0 < \xi < \eta \leq \frac{1}{2}R.
\] The next inequality follows from (3.17) and (3.20):
\[
\int_\xi^\eta \left\{ \ln \mu(r, f) - \frac{\pi \sigma}{\tan \pi \sigma} N(r, 0) + \frac{\pi \sigma}{\sin \pi \sigma} N(r, \infty) \right\} \frac{dr}{r^{1+\sigma}} \geq C_5 \xi^{-\sigma} H_R(\xi) - C_6 \eta^{-\sigma} H_R(\eta) - \frac{K_1}{1-\sigma} \frac{\eta^{1-\sigma}}{R} T(2R, f).
\]
Let \( \eta = \frac{1}{2}R \) in this inequality. Since, by Lemma 3.2, the inequality \( H_R(\eta) \leq 4T(2R, f) \) holds, we get the inequality
\[
\int_\xi^{\frac{1}{2}R} \left\{ \ln \mu(r, f) - \frac{\pi \sigma}{\tan \pi \sigma} N(r, 0) + \frac{\pi \sigma}{\sin \pi \sigma} N(r, \infty) \right\} \frac{dr}{r^{1+\sigma}} \geq C_5 \xi^{-\sigma} H_R(\xi) - C_7 R^{-\sigma} T(2R, f), \ 0 < \xi < \frac{1}{2}R,
\]
where the constant \( C_7, 0 < C_7 < \infty \), does not depend on \( \xi \) and \( R \).

Let \( \xi_0 > 0 \) be an arbitrarily large number. Choose \( \xi > \xi_0 \), such that \( H_R(\xi) > 0 \) for \( R > 2\xi \). Such choice is possible because otherwise the function \( f(z) \) would be an entire function without zeros, and Lemma 6.2 from Chapter 1 would imply \( f(z) \equiv f(0) = 1 \).

Assume that \( \sigma \) in the inequality (3.21) satisfies the condition \( \lambda < \sigma < 1 \). Then \( \liminf_{R \to \infty} R^{-\sigma} T(2R, f) = 0 \), therefore the number \( R > 2\xi \) can be chosen in such a way that the right-hand side of (3.21) is positive. From here it follows that for some \( r > \xi_0 \) the integrand in the left-hand side of (3.21) is also positive. Since \( \xi_0 \) is arbitrarily large, we get the statement of the lemma.

PROOF. Now we proof Theorem 3.2. We may assume that the function is transcendent, because for rational functions the theorem is trivial.

By Theorem 2.1 from Chapter 4 we can find a number \( a \neq \infty \), such that \( N(r, a, f) \sim T(r, f) \). Let
\[
f_1(z) = \frac{f(z) - a}{c_k z^k},
\]
where \( c_k \) is the first non-zero coefficient of the Laurent series of the function \( f(z) - a \) at \( z = 0 \). Observe that \( f_1(0) = 1 \),
\[
N(r, \infty, f_1) = N(r, \infty, f) + O(\ln r),
\]
\[
N(r, 0, f_1) = N(r, a, f) + O(\ln r) \sim T(r, f),
\]
\[
\ln^+ \mu(r, f_1) \leq \ln^+ \mu(r, f) + O(\ln r).
\]

By Lemma 3.4, for each \( \sigma, \lambda < \sigma < 1 \), and each \( \varepsilon > 0 \) there exists a sequence \( r_n \to \infty \), such that
\[
\ln^+ \mu(r_n, f_1) \geq \frac{\pi \sigma}{\sin \pi \sigma} \{ \cos \pi \sigma N(r_n, 0, f_1) - N(r_n, \infty, f_1) \} - \varepsilon.
\]
Dividing both parts of this relation by \( T(r, f) \) and using the relations (3.22) we get
\[
\limsup_{r \to \infty} \frac{\ln^+ \mu(r, f)}{T(r, f)} \geq \frac{\pi \sigma}{\sin \pi \sigma} \{ \cos \pi \sigma - 1 + \delta(\infty, f) \}.
\]
Letting \( \sigma \) tend to \( \lambda \), we get the statement of the theorem. Note that we have not used the condition \( \lambda < 1/2 \), however, for \( 1/2 \leq \lambda < 1 \) the right-hand side of (3.2) cannot be positive and the theorem becomes trivial. \( \square \)

The following corollary of Lemma 3.4, complementing Corollary 1 of Theorem 1.3, is of interest.

**Corollary.** An entire function \( f(z) \) of lower order \( \lambda \leq 1/2 \) cannot have finite deficient values.

Obviously, it suffices to prove that \( \delta(0, f) = 0 \). We may assume without loss of generality that \( f(0) = 1 \). By Lemma 3.4, for each \( \varepsilon > 0 \) and each \( \sigma, 1/2 < \sigma < 1 \), there exists a sequence \( r_k \to \infty \), such that
\[
\ln \mu(r_k, f) \geq \pi \sigma \cot \pi \sigma N(r_k, 0) - \varepsilon,
\]
whence
\[
\ln \frac{1}{\mu(r_k, f)} \leq -\pi \sigma \cot \pi \sigma N(r_k, 0) + \varepsilon.
\]

Since the right-hand side of this inequality is positive (\( 1/2 < \sigma < 1 \)), we can replace \( \ln \) by \( \ln^+ \) in the left-hand side. Taking this into account, we get
\[
\delta(0, f) = \liminf_{r \to \infty} \frac{m(r, 0)}{T(r, f)} \leq \liminf_{r \to \infty} \frac{\ln^+ \frac{1}{\mu(r, f)}}{T(r, f)} \leq \liminf_{k \to \infty} \frac{\ln^+ \frac{1}{\mu(r_k, f)}}{T(r_k, f)} \leq -\pi \sigma \cot \pi \sigma \limsup_{k \to \infty} N(r_k, 0) \leq \pi \sigma \cot \pi \sigma(1 - \delta(0, f)),
\]
whence
\[
\delta(0, f) \leq -\frac{\pi \sigma \cot \pi \sigma}{1 - \pi \sigma \cot \pi \sigma}.
\]
Letting \( \sigma \) tend to \( 1/2 \), we get \( \delta(0, f) = 0 \).

The method used in the proof of Theorem 3.2 can be used to get many different relations connecting the asymptotic behavior of a meromorphic function with the distribution of its zeros and poles. We restrict our attention by the following result.

**Theorem 3.3.** Let \( f(z) \) be a meromorphic function of lower order \( \lambda < 1/2 \) such that
\[
\lim_{r \to \infty} \frac{\ln M(r, f)}{\ln r} = +\infty.
\]

If \( 0 < \lambda < 1/2 \), the inequality
\[
(3.23) \quad \limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} + \pi \lambda \sin \pi \lambda \limsup_{r \to \infty} \frac{N(r, f)}{\ln M(r, f)} \geq \cos \pi \lambda
\]
holds. This inequality remains true for \( \lambda = 0 \) provided
\[
\limsup_{r \to \infty} \frac{N(r, f)}{\ln M(r, f)} < \infty.
\]
To prove Theorem 3.3 we need the following lemma, analogous to Lemma 3.3.

**Lemma 3.5.** For all a and b, 0 < a < b < ∞, and σ, 0 < σ < 1/2, the inequalities

\[
\int_a^b \{ \ln |1-x| - \cos \pi \sigma \ln(1+x) \} x^{-1-\sigma} \, dx
\]

\[
\geq C_8 a^{-\sigma} \ln(1+a) - C_9 b^{-\sigma} \ln(1+b),
\]

\[
\int_a^b \{ \cos \pi \sigma \ln(1-x) - \ln(1+x) + \pi \sigma \sin \pi \sigma \ln^+ x \} x^{-1-\sigma} \, dx
\]

\[
\geq C_{10} a^{-\sigma} \ln(1+a) - C_{11} b^{-\sigma} \ln(1+b)
\]

hold, where C_k, 0 < C_k < ∞, k = 8, 9, 10, 11, are constants which do not depend on a and b.

This lemma is a corollary of Lemma 3.3. In fact, if we multiply (3.12) by \( \cos \pi \sigma \) and add the result to (3.11), we get (3.25) (we take into account that \( 0 < \sigma < 1/2 \) and hence \( \cos \pi \sigma > 0 \)).

Next we prove a lemma analogous to Lemma 3.4.

**Lemma 3.6.** Let \( f(z), f(0) = 1, \) be a meromorphic function of lower order \( \lambda < 1/2. \) Then for each \( \sigma, \lambda < \sigma < 1/2, \) the inequality

\[
\limsup_{r \to \infty} \{ \ln \mu(r, f) + \pi \sigma \sin \pi \sigma N(r, \infty) - \cos \pi \sigma \ln M(r, f) \} \geq 0
\]

holds.

**Proof.** Using the change of variable in (3.24) and (3.25) we get the inequalities

\[
\int_\xi^\eta \left\{ \ln \left| 1 - \frac{r}{|a_\mu|} \right| - \cos \pi \sigma \ln \left( 1 + \frac{r}{|a_\mu|} \right) \right\} r^{-1-\sigma} \, dr
\]

\[
\geq C_8 \xi^{-\sigma} \ln \left( 1 + \frac{\xi}{|a_\mu|} \right) - C_9 \eta^{-\sigma} \ln \left( 1 + \eta \frac{r}{|a_\mu|} \right),
\]

\[
\int_\xi^\eta \left\{ \cos \pi \sigma \ln \left| 1 - \frac{r}{|b_\nu|} \right| - \ln \left( 1 + \frac{r}{|b_\nu|} \right) + \pi \sigma \sin \pi \sigma \ln^+ \frac{r}{|b_\nu|} \right\} \frac{dr}{r^{1+\sigma}}
\]

\[
\geq C_{10} \xi^{-\sigma} \ln \left( 1 + \frac{\xi}{|b_\nu|} \right) - C_{11} \eta^{-\sigma} \ln \left( 1 + \eta \frac{r}{|b_\nu|} \right),
\]

where \( \xi \) and \( \eta \) are arbitrary numbers satisfying the condition \( 0 < \xi < \eta < \infty, \) \( a_\mu \) are zeros of the function \( f(z), \) \( b_\nu \) are its poles. Using these inequalities and the argument similar to the used in Lemma 3.4, we get

\[
\int_\xi^\eta \left\{ \ln |\tilde{\alpha}_{R,0}(r)| - \cos \pi \sigma \ln |\tilde{\alpha}_{R,0}(-r)| + \pi \sigma \sin \pi \sigma N(r, \infty) \right\} \frac{dr}{r^{1+\sigma}}
\]

\[
\geq C_{12} \xi^{-\sigma} \tilde{H}_R(\xi) - C_{13} \eta^{-\sigma} \tilde{H}_R(\eta),
\]

where \( 0 < \xi < \eta < R, \) \( C_{12} = C_8 + C_{11}, \) \( C_{13} = C_9 + C_{11}, \) and \( \tilde{\alpha}_{R,0}(z) \) is defined by the formula (3.18).

As in the proof of Lemma 3.4 we represent the function \( f(z) \) in the form (3.19). Obviously

\[
M(r, \alpha_{R,0}) \leq |\tilde{\alpha}_{R,0}(-r)|,
\]
therefore

\[ M(r, f) \leq M(r, \alpha_{R,0})M(r, \omega_{R,0}) \leq |\hat{\alpha}_{R,0}(-r)|M(r, \omega_{R,0}), \]

from where, using the estimate (3.5), we get

\[ -\ln |\hat{\alpha}_{R,0}(-r)| \leq -\ln M(r, f) + \ln M(r, \omega_{R,0}) \]

\[ \leq -\ln M(r, f) + K_1 \frac{r}{R} T(2R, f), \quad 0 \leq r \leq \frac{1}{2} R, \]

whence

\[ \int_{\xi}^{\eta} (-\ln |\hat{\alpha}_{R,0}(-r)|) \frac{dr}{r^{1+\sigma}} \leq \int_{\xi}^{\eta} (-\ln M(r, f)) \frac{dr}{r^{1+\sigma}} + \frac{K_1}{1-\sigma} \frac{\eta^{1-\sigma}}{R} T(2R, f), \]

\( 0 < \sigma < \frac{1}{2}, \quad 0 < \xi < \eta \leq \frac{1}{2} R. \)

Using (3.17'), (3.20) and (3.28) we get the inequality

\[ \int_{\xi}^{\eta} \left\{ \ln \mu(r, f) - \cos \pi \sigma \ln M(r, f) + \pi \sigma \sin \pi \sigma N(r, \infty) \right\} \frac{dr}{r^{1+\sigma}} \]

\[ \leq C_{12} \xi^{-\sigma} H_R(\xi) - C_{13} \eta^{-\sigma} H_R(\eta) - 2K_1 \frac{\eta^{1-\sigma}}{1-\sigma} R T(2R, f). \]

Repeating the argument used in the proof of Lemma 3.3 to derive (3.14) from (3.21), we get the relation (3.26).

\[ \square \]

**Proof of Theorem 3.3.** We apply Lemma 3.6 to the function \( f_1(z) = \frac{f(z)}{c_k z^k} \), where \( c_k \) is the first non-zero Laurent coefficient of \( f(z) \) at \( z = 0 \). We get that for each \( \lambda, \lambda < \sigma < 1/2 \), and each \( \varepsilon > 0 \) there exists a sequence \( r_n \to \infty \) such that

\[ \ln \mu(r_n, f_1) + \pi \sigma \sin \pi \sigma N(r_n, \infty, f_1) \geq \cos \pi \sigma \ln M(r_n, f_1) - \varepsilon. \]

Taking into account

\[ N(r, \infty, f_1) = N(r, \infty, f) + O(\ln r), \]

\[ \ln M(r, f_1) = \ln M(r, f) + O(\ln r), \quad \ln \mu(r, f_1) = \ln \mu(r, f) + O(\ln r), \]

and dividing both parts of (3.29) by \( \ln M(r, f) \), we get

\[ \limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} + \pi \sigma \sin \pi \sigma \limsup_{r \to \infty} \frac{N(r, \infty, f)}{\ln M(r, f)} \geq \cos \pi \sigma. \]

Letting \( \sigma \) tend to \( \lambda \), we get the relation (3.23).

\[ \square \]

**Exercise.** Prove that

\[ \limsup_{r \to \infty} \frac{T(r, f)}{\ln M(r, f)} \geq \frac{\sin \pi \lambda}{\pi \lambda} \]

for each entire function \( f(z) \) of lower order \( 0 \leq \lambda < 1 \), with the help of the method used in the proofs of Theorems 3.2 and 3.3.

**Hint.** It suffices to prove that

\[ \limsup_{r \to \infty} \frac{N(r, 0)}{\ln M(r, f)} \geq \frac{\sin \pi \lambda}{\pi \lambda}. \]
We may assume without loss of generality that $f(0) = 1$. Let $a_\mu$ be zeros of the function $f(z)$. Using the inequality (3.12) we get

$$
\int_\xi^\eta \left\{ \frac{\pi \sigma}{\sin \pi \sigma} \ln + \frac{r}{|a_\mu|} - \ln \left( 1 + \frac{r}{|a_\mu|} \right) \right\} \frac{dr}{r^{1+\sigma}}
\geq C_3 \xi^{-\sigma} \ln \left( 1 + \frac{\xi}{|a_\mu|} \right) - C_4 \eta^{-\sigma} \ln \left( 1 + \frac{\eta}{|a_\mu|} \right),
0 < \sigma < 1, 0 < \xi < \eta < \infty.
$$

Adding over all $a_\mu$, $|a_\mu| < R$, we have

$$
\int_\xi^\eta \left\{ \frac{\pi \sigma}{\sin \pi \sigma} N(r,0) - \ln |\hat{\alpha}_{R,0}(-r)| \right\} \frac{dr}{r^{1+\sigma}}
\geq C_8 \xi^{-\sigma} H_R(\xi) - C_8 \eta^{-\sigma} H_R(\eta),
0 < \sigma < 1, 0 < \xi < \eta < R,
$$

where $\hat{\alpha}_{R,0}(z)$ are defined by the relation (3.18) (poles $b_\nu$ in this case are absent).

Next, using the representation (3.19) and the estimate (3.28) we arrive at the inequality

$$
\int_\xi^\eta \left\{ \frac{\pi \sigma}{\sin \pi \sigma} N(r,0) - \ln M(r,f) \right\} \frac{dr}{r^{1+\sigma}}
\geq C_8 \xi^{-\sigma} H_R(\xi) - C_8 \eta^{-\sigma} H_R(\eta) - \frac{K_1}{1-\sigma} \frac{\eta^{1-\sigma}}{R} T(2R,f),
$$

from where we get (3.31) using the same argument as at the end of the proof of Lemma 3.3.

The relation between $\ln \mu(r, f)$ and $\ln M(r, f)$ is of interest for entire functions.

**Theorem 3.4.** Let $f(z)$ be an entire function of lower order $\lambda < 1$. Then

$$
\limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} \geq \cos \pi \lambda.
$$

**Proof.** In the case $0 \leq \lambda < 1/2$ this theorem is an immediate corollary of Theorem 3.3. Consider the case $1/2 \leq \lambda < 1$.

Observe that the inequality (3.24) takes place also for $0 < \sigma < 1$. To show this, it is enough to set

$$
\varphi(a) = \int_a^\infty \left\{ \ln |1 - x| - \cos \pi \sigma \ln (1 + x) \right\} \frac{dx}{x^{1+\sigma}},
$$

and, using (3.13) (b) and (c), to argue in the same way as in the proof of (3.11) in Lemma 3.3. Therefore (3.24) holds for $0 < \sigma < 1$ also. From here, adding over $a_\mu$, $|a_\mu| < R$, we get

$$
\int_\xi^\eta \left\{ \ln |\hat{\alpha}_{R,0}(r)| - \cos \pi \sigma \ln |\hat{\alpha}_{R,0}(-r)| \right\} \frac{dr}{r^{1+\sigma}}
\geq C_8 \xi^{-\sigma} H_R(\xi) - C_8 \eta^{-\sigma} H_R(\eta), \lambda < \sigma < 1, 0 < \xi < \eta \leq \frac{1}{2} R,
$$

where $\hat{\alpha}_{R,0}(z)$ is defined by the inequality (3.18) (poles $b_\mu$ in this case are absent).

Next we use the representation of $f(z)$ in the form (3.19).

Since $\cos \pi \sigma < 0$, we cannot, using (3.20) and (3.28), get from (3.33) and inequality with the left-hand side equal to

$$
\int_\xi^\eta \left\{ \ln \mu(r, f) - \cos \pi \sigma \ln M(r, f) \right\} \frac{dr}{r^{1+\sigma}}.
$$
Therefore, by (3.34) and (3.27) we get the inequality
\[ z \text{ if } (3.34) \]
holds. Adding \( \ln \) to (3.33), we get and thus
\[ \text{and using } (3.19) \]
we conclude that for each fixed \( \sigma \)
Letting \( \Rightarrow \) tend to \( \lambda \), we conclude the proof of the theorem.

From here, arguing in the same way as at the end of the proof of Lemma 3.4, we conclude that for each fixed \( \sigma \), \( \lambda < \sigma < 1 \), there exist sequences \( \{R_k\}_{k=1}^\infty \) and \( \{r_k\}_{k=1}^\infty \), \( \lim_{k \to \infty} R_k = \lim_{k \to \infty} r_k = \infty \), \( r_k \leq \frac{1}{2} R_k \), such that for \( R = R_k \), \( r = r_k \), the inequality
\[ \ln|\tilde{a}_{R,0}(r)\mu(r, \omega_{R,0})| - \cos \pi \sigma \ln|\tilde{a}_{R,0}(-r)\mu(r, \omega_{R,0})| \geq 0 \]
holds. Adding \( \ln|\tilde{a}_{R,0}(-r)\mu(r, \omega_{R,0})| \) to both sides and exponentiating, we get
\[ (3.34) \]
If \( z_0 \) is a point on the circle \( \{|z| = r\} \) for which \( |\alpha_{R,0}(z)| = \mu(r, \alpha_{R,0}) \), then we have
\[ M(r, \alpha_{R,0}) \mu(r, \alpha_{R,0}) \geq |\alpha_{R,0}(-z)| \alpha_{R,0}(z_0) \]
\[ = \prod_{|a_\mu| < R} \left| 1 - \frac{z_0^2}{a_\mu} \right| \prod_{|a_\mu| < R} \left| 1 - \frac{r^2}{|a_\mu|^2} \right| = |\tilde{a}_{R,0}(r)\tilde{a}_{R,0}(-r)|. \]

Therefore, by (3.34) and (3.27) we get
\[ M(r, \alpha_{R,0}) \mu(r, \alpha_{R,0}) \mu^2(r, \omega_{R,0}) \geq \{M(r, \alpha_{R,0}) \mu(r, \omega_{R,0})\}^{1+\cos \pi \sigma}, \]
whence
\[ \mu(r, \alpha_{R,0}) \mu(r, \omega_{R,0}) \geq \{M(r, \alpha_{R,0}) \mu(r, \omega_{R,0})\}^{\cos \pi \sigma}. \]
Observe that
\[ M(r, f) \geq M(r, \alpha_{R,0}) \mu(r, \omega_{R,0}), \]
and using (3.19’), we get
\[ \mu(r, f) \geq \{M(r, f)\}^{\cos \pi \sigma}, \ r = r_k, \]
and thus
\[ \limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} \geq \cos \pi \sigma. \]
Letting \( \sigma \) tend to \( \lambda \) we conclude the proof of the theorem. \( \Box \)
Theorems 3.2 and 3.4 imply the following result

**Corollary 1.** Each entire function \( f(z) \) of lower order 0 satisfies:

\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f)}{T(r, f)} = \limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} = \limsup_{r \to \infty} \frac{T(r, f)}{\ln M(r, f)} = 1.
\]

In fact, Theorems 3.2 and 3.4 imply the inequalities

\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f)}{T(r, f)} \geq 1, \quad \limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} \geq 1.
\]

Since \( \ln \mu(r, f) \leq m(r, f) = T(r, f) \leq \ln^+ M(r, f) \), then the inequalities in the opposite direction are trivial. If the inequality

\[
\limsup_{r \to \infty} \frac{T(r, f)}{\ln M(r, f)} < 1,
\]

were true\(^7\), we would have

\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f)}{T(r, f)} > \limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)}.
\]

Theorem 3.4 implies also

**Corollary 2.** Each entire function \( f(z) \) of lower order \( \lambda \leq 1 \) satisfies

\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} \geq -1.
\]

In fact, let \( F(z) = f(z)f(-z) \). Then \( \lambda|F(\sqrt{z})| = \lambda_1 \leq 1/2 \). The inequality (3.32) implies, that

\[
\limsup_{r \to \infty} \frac{\ln \mu(r, F(z))}{\ln M(r, F(z))} = \limsup_{r \to \infty} \frac{\ln \mu(r, F(\sqrt{z}))}{\ln M(r, F(\sqrt{z}))} \geq \cos \pi \lambda_1 \geq 0.
\]

Hence for each \( \varepsilon > 0 \) there exists a sequence \( r_k \to \infty \) such that

\[
\ln \mu(r_k, F(z)) \geq -\varepsilon \ln M(r_k, F(z)).
\]

But it is clear that \( \mu(r, F(z)) \leq \mu(r, f(z)) M(r, f(z)) \), \( M(r, F(z)) \leq \{M(r, f(z))\}^2 \).

Therefore

\[
\ln \mu(r_k, f) \geq -(1 + 2\varepsilon) \ln M(r_k, f),
\]

from where the statement of Corollary 2 follows. The exactness of the obtained estimate is shown by the example \( f(z) = e^z \).

Now we consider examples showing the exactness of Theorems 3.1–3.4.

To verify the exactness of Theorems 3.2 and 3.3 it suffices to show that for each \( \lambda, 0 \leq \lambda < 1/2 \), there exists a meromorphic function \( f(z) \) for which (3.2) and (3.23) are equalities. We can ask the following more general question. Let the numbers \( 0 \leq \lambda < 1/2, \lambda \leq \rho \leq \infty, 1 - \cos \pi \lambda \leq \delta_0 \leq 1 \) be given. Does there exist a meromorphic function \( f(z) \) of order \( \rho \), lower order \( \lambda \), with \( \delta(\infty, f) = \delta_0 \), and such that (3.2) and (3.23) are equalities for \( f(z) \)? An answer to this question in the full generality is unknown. Now we shall get the affirmative answer under the additional conditions \( \lambda > 0 \) and \( \rho < 1 \).

\(^7\)Note that for entire functions of lower order 0 the inequality \( \limsup_{r \to \infty} T(r, f)/\ln M(r, f) \geq 1 \) follows also from (3.30).
EXAMPLE 1. Let $0 < \lambda \leq \rho < 1$, $f(z,u)$ be a canonical product of genus 0 with positive zeros, such that $n(r,0) \sim ur^{l(r)}$, where $0 < u \leq 1$, $l(r)$ is a differentiable on $[r_0, \infty)$ function, $\lim_{r \to \infty} r l'(r) = 0$,

\[(3.35) \quad \limsup_{r \to \infty} l(r) = \rho, \quad \liminf_{r \to \infty} l(r) = \lambda.\]

By the asymptotic formula (5.22) from Chapter 2, for each $\eta > 0$ the relation

\[(3.36) \quad \ln |f(re^{i\varphi}, u)| = \pi u \frac{\cos l(r)(\varphi - \pi)}{\sin \pi l(r)} r^{l(r)} + o(r^{l(r)})\]

holds uniformly in $\varphi$, $\eta < \varphi \leq 2\pi - \eta$. Defining $f(z,0) \equiv 1$, consider the function

\[(3.37) \quad f_{uv}(z) = \frac{f(z,u)}{f(-z,v)}, \quad u \geq v \geq 0, \quad u > 0.\]

By (3.36), for each $\eta > 0$ the relation

\[
\ln |f_{uv}(re^{i\varphi})| = \frac{\pi}{\sin \pi l(r)} \{u \cos l(r)(\varphi - \pi) - v \cos l(r)\varphi\} r^{l(r)} + o(r^{l(r)})
\]

holds uniformly in $\varphi$, $\eta < \varphi \leq \pi - \eta$. Since $f_{uv}(z) = \overline{f_{uv}(\overline{z})}$, we have

\[
m(r,f_{uv}) = \frac{1}{\pi} \int_{0}^{\pi} \ln |f_{uv}(re^{i\varphi})|d\varphi,
\]

and using Theorem 7.4 from Chapter 1, we get

\[
m(r,f_{uv}) = \frac{1}{l(r)} I(u,v,l(r)) r^{l(r)} + o(r^{l(r)}),
\]

where

\[
I(u,v,\gamma) = \frac{\gamma}{\sin \pi \gamma} \int_{0}^{\pi} \{u \cos \gamma(\varphi - \pi) - v \cos \gamma\varphi\}^{+} d\varphi, \quad 0 < \gamma < 1.
\]

By formula (5.6) from Chapter 2 we have

\[(3.38) \quad N(r,f_{uv}) = N(r,0,f(z,v)) = \frac{v}{l(r)} r^{l(r)} + o(r^{l(r)}),\]

and hence

\[(3.39) \quad T(r,f_{uv}) = \frac{1}{l(r)} \{I(u,v,l(r)) + v\} r^{l(r)} + o(r^{l(r)}),\]

\[
\delta(\infty,f_{uv}) = \liminf_{r \to \infty} \frac{I(u,v,l(r))}{I(u,v,l(r)) + v}.
\]

By virtue of (3.35) and (3.39) the function $f_{uv}(z)$ has order $\rho$ and lower order $\lambda$.

Straightforward computation gives:

\[
I(u,v,\gamma) = u - v, \quad \text{if} \quad u \cos \gamma \pi \geq v,
\]

\[
I(u,v,\gamma) = \left\{u^{2} + \frac{(v - u \cos \gamma \pi)}{\sin \gamma \pi} \right\}^{1/2} - v, \quad \text{if} \quad v \geq u \cos \gamma \pi.
\]

It is not difficult to determine that $I(u,v,\gamma)$ is a non-decreasing function of $\gamma$. Therefore

\[(3.40) \quad \delta(\infty,f_{uv}) = \frac{I(u,v,\lambda)}{I(u,v,\lambda) + v}.
\]
Imposing the conditions $0 < \lambda < 1/2$ and $u \cos \lambda \pi \geq v$ on the parameters $\lambda$, $u$, and $v$, we get

\begin{equation}
\delta(\infty, f_{uv}) = \frac{u - v}{u}.
\end{equation}

(3.40)

It is easy to see that selecting $v$, $0 \leq v \leq u \cos \lambda \pi$, in a suitable way, we can give $\delta(\infty, f_{uv})$ an arbitrary preassigned value $\delta_0$, $1 - \cos \lambda \pi \leq \delta_0 \leq 1$.

Now we estimate from above

$$\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uv})}{T(r, f_{uv})}.$$ 

Obviously,

$$\ln \mu(r, f_{uv}) = \ln |f_{uv}(r)| = \ln |f(r, u)| - \ln |f(-r, v)|.$$ 

The formula (3.36) does not allow to find an asymptotic formula for $\ln |f(r, u)|$. However, since $|f(re^{i\eta}, u)| \geq |f(r, u)|$ for each $\eta > 0$, we have the following estimate from above:

\begin{equation}
\ln \mu(r, f_{uv}) \leq \ln |f(re^{i\eta}, u)| - \ln |f(-r, v)|
\end{equation}

(3.41)

Using (3.39) we get

$$\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uv})}{T(r, f_{uv})} \leq \limsup_{r \to \infty} \frac{\vartheta(u, v, \lambda, \eta)}{I(u, v, \lambda)} + v,$$

where

$$\vartheta(u, v, \gamma, \eta) = \frac{\pi \gamma}{\sin \pi \gamma} (u \cos \gamma (\pi - \eta) - v), \quad 0 < \gamma < 1.$$ 

It is easy to see that

$$\frac{1}{\pi} \frac{\partial}{\partial \gamma} \vartheta(u, v, \gamma, 0) = \frac{u \sin 2\pi \gamma - 2\pi \gamma + v \pi \gamma \cos \pi \gamma - \sin \pi \gamma}{2 \sin^2 \pi \gamma}.$$ 

Since for $0 < \gamma < 1$ the inequalities $2\pi \gamma > \sin 2\pi \gamma$ and $\sin \pi \gamma > \pi \gamma \cos \pi \gamma$ hold, then

$$\frac{\partial}{\partial \gamma} \vartheta(u, v, \gamma, 0) < 0, \quad 0 < \gamma < 1,$$

therefore the number $\eta > 0$ can be chosen to be so small that the conditions

$$\frac{\partial}{\partial \gamma} \vartheta(u, v, \gamma, \eta) < 0, \quad \lambda \frac{\pi \gamma}{\sin \pi \gamma} \leq \gamma < 1$$

are satisfied. Then the function $\vartheta(u, v, \gamma, \eta)$ is non-increasing for $\frac{\lambda}{2} < \gamma < 1$. Taking into account that $I(u, v, \gamma)$ is a non-decreasing function of $\gamma$, we get

$$\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uv})}{T(r, f_{uv})} \leq \frac{\vartheta(u, v, \lambda, \eta)}{I(u, v, \lambda)} + v.$$ 

Since this inequality holds for each sufficiently small $\eta > 0$, we have

$$\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uv})}{T(r, f_{uv})} \leq \frac{\vartheta(u, v, \lambda, 0)}{I(u, v, \lambda)} + v = \frac{\pi \lambda}{\sin \pi \lambda} \frac{u \cos \pi \lambda - v}{u}.$$ 

Together with (3.40) this gives

$$\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uv})}{T(r, f_{uv})} \leq \frac{\pi \lambda}{\sin \pi \lambda} \{ \cos \pi \lambda - 1 + \delta(\infty, f_{uv}) \},$$

(3.40)
moreover, since the right-hand side of this inequality is non-negative, we may replace
\( \ln \mu(r, f_{uv}) \) by \( \ln^+ \mu(r, f_{uv}) \) in the left-hand side.

Comparing with (3.2) we see that for the function \( f_{uv}(z) \) it becomes an equality.

Let us show that for the function \( f_{uv}(z) \) the inequality (3.23) also becomes an
equality.

Since for each \( \lambda > 0 \) the inequality \( \ln M(r, f_{uv}) = \ln |f(re^{i\eta}, v)| \geq \ln |f(r, v)| \)
holds, we have
\[
\ln M(r, f_{uv}) = \ln \left| \frac{u - v \cos \lambda \pi}{u - v \cos \lambda \pi} \right| \leq \ln \left| \frac{u - v \cos \lambda \pi}{u - v \cos \lambda \pi} \right| + o(\lambda(r)),
\]
from where, by (3.41) and (3.38) we get
\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uv})}{\ln M(r, f_{uv})} \leq \limsup_{r \to \infty} \varphi_1(u, v, l(r), \eta),
\]
(3.42)
\[
\limsup_{r \to \infty} \frac{N(r, f_{uv})}{\ln M(r, f_{uv})} \leq \limsup_{r \to \infty} \varphi_2(u, v, l(r), \eta),
\]
(3.43)
where
\[
\varphi_1(u, v, \gamma, \eta) = \frac{u \cos \gamma (\pi - \eta) - v}{u - v \cos \gamma (\pi - \eta)},
\]
\[
\varphi_2(u, v, \gamma, \eta) = \frac{\pi \gamma}{\pi \gamma} \frac{u - v \cos \gamma (\pi - \eta)}{u - v \cos \gamma (\pi - \eta)}.
\]
Since \( \varphi_j(u, v, \gamma, \eta), j = 1, 2, \) are non-increasing functions of \( \gamma \) for sufficiently small
\( \eta, \) we may replace \( f_{uv}(z) \) by \( \lambda \) in the right-hand sides of (3.42) and (3.43). Letting,
after that, \( \eta \) tend to zero, we get
\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uv})}{\ln M(r, f_{uv})} \leq \frac{u \cos \lambda \pi - v}{u - v \cos \lambda \pi},
\]
(3.44)
\[
\limsup_{r \to \infty} \frac{N(r, f_{uv})}{\ln M(r, f_{uv})} \leq \frac{\sin \pi \lambda}{\pi \lambda} \frac{v}{u - v \cos \lambda \pi}.
\]
Thus
\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uv})}{\ln M(r, f_{uv})} + \pi \lambda \sin \pi \lambda \limsup_{r \to \infty} \frac{N(r, f_{uv})}{\ln M(r, f_{uv})} \leq \frac{u \cos \lambda \pi - v}{u - v \cos \lambda \pi} + \sin^2 \pi \lambda \frac{v}{u - v \cos \lambda \pi} = \cos \lambda \pi.
\]
Hence, if \( 0 < \lambda < 1/2, \) then the sides of (3.23) are equal for function \( f_{uv}(z). \)

Observe, that in our proof of the inequality (3.44) we did not use the conditions
\( \lambda < 1/2, u \cos \pi \lambda \geq v, \) hence, the inequality (3.44) holds for \( 0 < \lambda < 1 \) and \( u \geq v. \)
For \( v = 0 \) we get
\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f_{uo})}{\ln M(r, f_{uo})} \leq \cos \lambda \pi.
\]
But the function \( f_{uo}(z) \equiv f(z, u) \) is entire and, thus, for each \( \lambda, 0 < \lambda < 1 \) and
each \( \rho, \lambda \leq \rho < 1, \) we have an example of an entire function of order \( \rho, \) lower order
\( \lambda, \) for which (3.32) is an equality.
EXERCISE. Prove that the function $f_{u0}(z)$ satisfies:

$$
\limsup_{r \to \infty} \frac{T(r, f_{u0})}{\ln M(r, f_{u0})} = \begin{cases} 
\sin \pi \lambda / \pi \lambda, & 0 < \lambda < \frac{1}{2}, \\
\frac{1}{\pi \lambda}, & \frac{1}{2} \leq \lambda < 1.
\end{cases}
$$

Thus, for each $\lambda$ and $\rho$, $0 < \lambda \leq \rho \leq 1$, there exists an entire function of order $\rho$ and lower order $\lambda$, for which (3.30) is an equality.\(^8\)

EXAMPLE 2. We show that for each $\delta_0$, $0 \leq \delta_0 \leq 1$, there exists a meromorphic function $f(z)$ with $\lambda = \rho = 0$ such that $\delta(\infty, f) = \delta_0$ and

$$
\limsup_{r \to \infty} \frac{\ln \mu(r, f)}{T(r, f)} = \delta(\infty, f),
$$

(3.45)

$$
\limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} = 1, \quad \limsup_{r \to \infty} \frac{N(r, f)}{\ln M(r, f)} < \infty,
$$

(3.46)

that is, there is an equality in (3.2) and (3.23).

Let $\rho(r) \to 0$ be a proximate order, such that $r^{\rho(r)} \uparrow \infty$ as $r \uparrow \infty$. Denote by $g(z, u)$ the canonical product of genus 0 with positive zeros, such that $n(r, 0) \sim ur^{\rho(r)}$. By the asymptotic formula (5.28\(_2\)) from Chapter 2, for each $\eta > 0$ the relation

$$
\ln |g(re^{i\varphi}, u)| = (1 + o(1))N(r, 0, g(z, u)) = (u + o(1)) \int_1^r t^{\rho(t)-1}dt
$$

holds uniformly in $\varphi$, $\eta \leq \varphi \leq 2\pi - \eta$. Defining $g(z, 0) \equiv 1$, consider the function

$$
g_{uv}(z) = \frac{g(z, u)}{g(-z, v)}, \quad 0 \leq v \leq u < \infty, \quad u > 0.
$$

The relation (3.47) implies that for each $\eta > 0$ the relation

$$
\ln |g_{uv}(re^{i\varphi})| = (u - v + o(1)) \int_1^r t^{\rho(t)-1}dt
$$

holds uniformly in $\varphi$, $\eta \leq \varphi \leq 2\pi - \eta$. Whence, with the help of Theorem 7.4 from Chapter 1, we get

$$
m(r, g_{uv}) = \frac{1}{\pi} \int_0^\pi \ln^+ |g_{uv}(re^{i\varphi})|d\varphi = (u - v + o(1)) \int_1^r t^{\rho(t)-1}dt.
$$

Since

$$
N(r, g_{uv}) = N(r, 0, g(z, u)) = (v + o(1)) \int_1^r t^{\rho(t)-1}dt,
$$

we have

$$
T(r, g_{uv}) = m(r, g_{uv}) + N(r, g_{uv}) = (u + o(1)) \int_1^r t^{\rho(t)-1}dt.
$$

\(^8\)There exists an entire function $g(z)$ of order $\rho$ and lower order $\lambda$, $0 \leq \lambda \leq \rho \leq \infty$, for which

$$
\limsup_{r \to \infty} \frac{T(r, g)}{\ln M(r, g)} = \begin{cases} 
\sin \pi \lambda / \pi \lambda, & 0 \leq \lambda \leq \frac{1}{2}, \\
\frac{1}{\pi \lambda}, & \frac{1}{2} \leq \lambda \leq \infty,
\end{cases}
$$

(see M.N. Sheremeta [She69]).
and, hence,
\[
\delta(\infty, g_{uv}) = \liminf_{r \to \infty} \frac{m(r, g_{uv})}{T(r, g_{uv})} = \frac{u - v}{u}.
\]

Obviously, fixing \( u > 0 \) and choosing \( v, 0 \leq v \leq u \), we can give \( \delta(\infty, g_{uv}) \) an arbitrary preassigned value \( \delta \), \( 0 \leq \delta \leq 1 \). Since \( \ln \mu(r, f) \leq m(r, f) \), we have
\[
\limsup_{r \to \infty} \frac{\ln \mu(r; g_{uv})}{T(r, g_{uv})} \leq \limsup_{r \to \infty} \frac{m(r; g_{uv})}{T(r, g_{uv})} = \frac{u - v}{u} = \delta(\infty, g_{uv}).
\]

Comparing with (3.2) for \( \lambda = 0 \), we see, that (3.45) holds for \( f(z) = g_{uv}(z) \).

Since \( \ln^+ M(r, f) \geq m(r, f) \), for \( v < u \) we have
\[
\limsup_{r \to \infty} \frac{N(r; g_{uv})}{\ln^+ M(r, g_{uv})} \leq \limsup_{r \to \infty} \frac{N(r; g_{uv})}{m(r; g_{uv})} = \frac{v}{u - v} < \infty,
\]
that is, the second relation from (3.46) holds. The first of the relations from (3.46) follows from the trivial inequality \( \mu(r, f) \leq M(r, f) \) and the inequality (3.23) for \( \lambda = 0 \).

**Example 3.** We show that Theorem 3.1 ceases to be true if we replace \( < \) by \( \leq \) in (3.1) (it is clear that this does not follow from the previous examples).

For this, for arbitrary \( \lambda \) and \( \rho \) satisfying \( 0 < \lambda \leq \rho < 1/2 \), we construct a meromorphic function \( f(z) \) of order \( \rho \) and lower order \( \lambda \), such that \( |f(-r)| \leq 2 \), \( 0 \leq r < \infty \) and \( \delta(\infty, f) = 1 - \cos \pi \lambda \).

Let \( g(z, u) \) be a function defined in the same way as \( f(z, u) \) in Example 1, with the only difference that the condition (3.35) is replaced by the condition
\[
\liminf_{r \to \infty} l(r) = 2\lambda, \quad \limsup_{r \to \infty} l(r) = 2\rho.
\]

Let
\[
g_1(z) = \frac{g(z, 1)}{g(-z, 1)}.
\]

As in Example 1, we get that for each \( \eta > 0 \) the relation
\[
\ln |g_1(re^{i\varphi})| = \frac{\pi}{\sin \pi l(r)} \{ \cos l(r)(\varphi - \pi) - \cos l(r)\varphi \} r^{l(r)} + o(r^{l(r)})
\]
(3.48)

\[
= \frac{\pi}{\cos \left( \frac{\pi}{2} l(r) \right)} \left\{ \sin l(r) \left( \varphi - \frac{\pi}{2} \right) \right\} r^{l(r)} + o(r^{l(r)})
\]
holds uniformly in \( \varphi, \eta \leq \varphi \leq \pi - \eta \).

Consider the function
\[
g_2(z) = g_1(z) + g_1(-z).
\]

From (3.48) we see that
\[
g_1(re^{i\varphi}) \to 0, \quad g_1(-re^{i\varphi}) \to \infty \quad \text{as} \quad r \to +\infty
\]
uniformly in \( \varphi \) for \( \eta \leq \varphi \leq \pi - \eta \), and, hence
\[
g_2(re^{i\varphi}) = (1 + o(1))g_1(-re^{i\varphi}),
\]
and
\[
g_1(re^{i\varphi}) \to \infty, \quad g_1(-re^{i\varphi}) \to 0 \quad \text{as} \quad r \to +\infty
\]
uniformly in $\varphi$ satisfying $\frac{\pi}{2} + \eta \leq \varphi \leq \pi - \eta$, and hence
$$g_2(re^{i\varphi}) = (1 + o(1))g_1(re^{i\varphi}).$$

Therefore the relation
$$\ln |g_2(re^{i\varphi})| = \frac{\pi}{\cos \frac{\pi l(r)}{2}} \left\{ \sin \left( l(r) \left| \varphi - \frac{\pi}{2} \right| \right) \right\} r^{l(r)} + o(r^{l(r)})$$
holds uniformly in $\varphi$ satisfying $\eta \leq \varphi \leq \frac{\pi}{2} - \eta$ or $\frac{\pi}{2} + \eta \leq \varphi \leq \pi - \eta$. Applying Theorem 7.4 from Chapter 1 we have
$$m(r, g_2) = \frac{1}{\pi} \int_0^\pi \ln^+ |g_2(re^{i\varphi})| d\varphi$$
$$= r^{l(r)} \sec \frac{\pi l(r)}{2} \int_0^\pi \sin \left( l(r) \left| \varphi - \frac{\pi}{2} \right| \right) d\varphi + o(r^{l(r)})$$
$$= r^{l(r)} \frac{2}{l(r)} \sec \frac{\pi l(r)}{2} \left( 1 - \cos \frac{\pi l(r)}{2} \right) + o(r^{l(r)}).$$

Since
$$N(r, \infty, g_2) = 2N(r, \infty, g_1) = \frac{2}{l(r)} r^{l(r)} + o(r^{l(r)}),$$
we get
$$T(r, g_2) = \frac{2}{l(r)} \sec \frac{\pi l(r)}{2} r^{l(r)} + o(r^{l(r)}).$$

Since the function $g_2(z)$ is even, the function $f(z) = g_2(\sqrt{z})$ is univalent and, hence, meromorphic. By the corollary of Theorem 6.6 from Chapter 1 we have
$$T(r, f) = T(\sqrt{r}, g_2)$$
(3.49)
$$= \frac{2}{l(\sqrt{r})} \sec \frac{\pi l(\sqrt{r})}{2} r^{l(\sqrt{r})} + o \left( r^{l(\sqrt{r})} \right),$$
$$\delta(\infty, f) = \liminf_{r \to \infty} \frac{m(r, f)}{T(r, f)} = \liminf_{r \to \infty} \frac{m(\sqrt{r}, g_2)}{T(\sqrt{r}, g_2)}$$
$$= \liminf_{r \to \infty} \left( 1 - \cos \frac{\pi l(\sqrt{r})}{2} \right) = 1 - \cos \pi \lambda,$$
and also, it is clear from (3.49) that $f(z)$ has order $\rho$ and lower order $\lambda$.

Since $g(z, 1)$ is a canonical product with positive zeros, we have $g(z, 1) = g(\bar{z}, 1)$. Therefore $|g(iy, 1)| = |g(-iy, 1)|$, $-\infty < y < \infty$, and hence $|g_1(iy)| = 1$ and $|g_2(iy)| \leq 2$, $-\infty < y < \infty$. Thus $|f(-r)| \leq 2, 0 < r < \infty$, Q.E.D.

4. Bounds for the sum of two deficiencies and related problems

In Section 1 of Chapter 4 we saw that a meromorphic function of non-integer order cannot have more than one Borel exceptional value. Examples given in Section 4 of Chapter 4 show that this result does not immediately carry over to deficient values. However, it turns out that a meromorphic function $f(z)$ of a non-integer order $\rho$ cannot have two deficient values, $a$ and $b$, with the sum $\delta(a, f) + \delta(b, f)$ close to 2.
More precisely, for each non-integer \( \rho > 0 \) we can find a positive number \( d(\rho) \), such that for each meromorphic function of order \( \rho \) and for each \( a \neq b \), the inequality
\[
\delta(a, f) + \delta(b, f) \leq 2 - d(\rho)
\]
holds.

This result can be easily obtained using the corollary of Theorem 4.2 from Chapter 2 (p. ???). First we observe, that it is enough to prove (4.1) for \( a = 0 \), \( b = \infty \). In fact, if \( a \neq \infty \), \( b \neq \infty \), for the function \( f_1(z) = \frac{f(z) - a}{f(z) - b} \) we have \( \rho[f_1] = \rho[f] = \rho \), \( \delta(0, f_1) = \delta(a, f) \), \( \delta(\infty, f_1) = \delta(b, f) \), and the inequality \( \delta(0, f_1) + \delta(\infty, f_1) \leq 2 - d(\rho) \) implies (4.1). If \( a \neq \infty \), \( b = \infty \), we let \( f_1(z) = f(z) - a \). Further, since
\[
\delta(0, f) + \delta(\infty, f) \leq 2 - \limsup_{r \to \infty} \frac{N(r; 0, \infty)}{T(r, f)},
\]
and, by the corollary of Theorem 4.2 from Chapter 2
\[
\limsup_{r \to \infty} \frac{N(r; 0, \infty)}{T(r, f)} \geq \frac{\sin \pi (\rho - [\rho])}{C_1([\rho])},
\]
where \( 0 < C_1([\rho]) < \infty \) does not depend on \( f(z) \), we get (4.1) with \( d(\rho) = \frac{|\sin \pi \rho|}{C_1([\rho])} \).

The problem about the best possible value of \( d(\rho) \) arises. By (4.2) this problem is connected with the problem of the best estimate from below in terms of \( \rho \) of the value
\[
\kappa(f) = \limsup_{r \to \infty} \frac{N(r; 0, \infty)}{T(r, f)}
\]
for meromorphic functions \( f(z) \) of order \( \rho \). More general is a problem of the best estimate from below of \( \kappa(f) \) for meromorphic functions \( f(z) \) of order \( \rho \) and lower order \( \lambda \).

At present none of these problems is completely solved.\(^9\) The existing results are summarized in the following theorem.

**Theorem 4.1.** Let
\[
\nu(x) = \begin{cases} 
1, & 0 \leq x \leq 1/2, \\
\sin \pi x, & 1/2 \leq x \leq 1, \\
|\sin \pi x|\{2, 2x + 0, 5|\sin \pi x|\}^{-1}, & 1 \leq x < \infty, \\
0, & x = \infty.
\end{cases}
\]
For each meromorphic function \( f(z) \) of order \( \rho \leq \infty \) and lower order \( \lambda < \infty \), the estimates
\[
\kappa(f) \geq \max_{\lambda \leq x \leq \rho} \nu(x),
\]
\[
\delta(a, f) + \delta(b, f) \leq 2 - \max_{\lambda \leq x \leq \rho} \nu(x), \ a \neq b
\]
hold.

In particular, for each meromorphic function \( f(z) \) of order \( \rho \) the estimates
\[
\kappa(f) \geq \nu(\rho)
\]
\(^9\)If \( \lambda < \infty \) and the sum of deficiencies is 2, then \( \rho = \lambda = n/2 \) where \( n \) is an integer \([A44]\).
\[(4.4') \quad \delta(a, f) + \delta(b, f) \leq 2 - \nu(\rho), \quad a \neq b \]
hold.

To characterize the accuracy of the estimates (4.4) and (4.4'), define a function
\[\nu_1(x), \quad x \geq 0,\]
as:
\[
\nu_1(x) = \begin{cases}
\left|\sin \pi x \right| \{\left[ x \right] + |\sin \pi x|\}^{-1}, & \left[ x \right] \leq x \leq \left[ x \right] + \frac{1}{2}, \\
\left|\sin \pi x \right| \{\left[ x \right] + 1\}^{-1}, & \left[ x \right] + \frac{1}{2} \leq x \leq \left[ x \right] + 1.
\end{cases}
\]
Obviously
\[\nu_1(x) = \nu(x), \quad 0 \leq x \leq 1,
0, 3\nu_1(x) \leq \nu(x) \leq \nu_1(x), \quad x \geq 1\]
(where the equality in the last inequality takes place for integer \(x\) only).

Exercise 1 from Section 1 of Chapter 4 contains an example of a function of order \(\rho\), such that
\[1 - \delta(0, f) = \kappa(f) = \nu_1(\rho), \quad \delta(\infty, f) = 1.\]

Thus, the estimates (4.4) and (4.4') are the best possible for \(0 < \rho \leq 1\), and, in certain sense, are close to the best possible for \(\rho > 1\).

As for the accuracy of the estimates (4.3) and (4.3'), note that Exercise 2 from Section 1 of Chapter 4, for each integer \(p \geq 0\) and for numbers \(\lambda\) and \(\rho\) satisfying \(p < \lambda \leq \rho < p + 1\), contains an example of a function of order \(\rho\) and lower order \(\lambda\), such that
\[1 - \delta(0, f) = \kappa(f) = \max_{\lambda \leq x \leq \rho} \nu_1(x), \quad \delta(\infty, f) = 1.\]

Thus the estimates (4.3) and (4.3') are the best possible for \(0 < \lambda \leq \rho < 1\) and, in certain sense, are close to the best possible if \([\rho] < \lambda \leq \rho, [\rho] \geq 1\).

We can also add that the estimates (4.3) and (4.3') are the best possible for \(0 \leq \lambda \leq 1/2\). In fact, in this case \(\max_{\lambda \leq x \leq \rho} \nu(x) = 1\) for each \(\rho \geq \lambda\). On the other hand, for each entire function \(f(z)\) of order \(\rho\) and lower order \(\lambda\), the relations
\[1 - \delta(0, f) = \kappa(f) = \limsup_{r \to \infty} \frac{N(r, 0)}{T(r, f)} \leq 1, \quad \delta(\infty, f) = 1\]
hold, and hence there is an equality in (4.3) and (4.3').

Note that Theorem 4.1 immediately implies the following statement, which was already proved as a corollary of Lemma 3.4: an entire function of lower order \(\lambda \leq 1/2\) cannot have finite deficient values. In fact, since \(\delta(\infty, f) = 1\) and \(\max_{\lambda \leq x \leq \rho} \nu(x) = 1\), letting \(b = \infty\) in (4.3'), we get \(\delta(a, f) = 0\) for each \(a \neq \infty\).

Theorem 4.1 is a corollary of the following two theorems.

**Theorem 4.2.** Let
\[\nu_2(x) = |\sin \pi x| \{2, 2x + 0.5|\sin \pi x|\}^{-1}, \quad x \geq 0.\]

For each meromorphic function \(f(z)\) of order \(\rho \leq \infty\) and lower order \(\infty > \lambda > 0\) the estimate
\[(5) \quad \kappa(f) \geq \max_{\lambda \leq x \leq \rho} \nu_2(x)\]
holds.
Theorem 4.3. For each meromorphic function of lower order $0 \leq \lambda < 1$ the estimate
\begin{equation}
\kappa(f) \geq \nu(\lambda)
\end{equation}
holds.

In order to derive Theorem 4.1 from these theorems, it suffices to observe, that for $\lambda \geq 1$ the estimate (4.3) coincides with (4.5), and for $\lambda < 1$
\begin{equation}
\nu(\lambda) = \max_{\lambda \leq x \leq \rho} \nu(x),
\end{equation}
and the estimate (4.3) follows from (4.5) and (4.6). The estimate (4.3') is a easy corollary of (4.3) and (4.2).

Now we turn to lemmas used in the proof of Theorem 4.2.

Lemma 4.1. Let $f(z), f(0) = 1$, be a meromorphic function, and $q \geq 0$ be an integer. If $0 \leq r \leq \frac{1}{2} R$, the inequality
\begin{equation}
2T(r, f) - N(r; 0, \infty) \leq r^q \int_0^R n(t; 0, \infty) \Phi \left( \frac{t}{r} \right) t^{-q-1} dt
\end{equation}
holds, where $0 < C_1, C_2 < \infty$ are constants, which do not depend on $r$ and $R$, and
\begin{equation}
\Phi(t) = \frac{1}{2\pi} \int_0^{2\pi} \frac{|\ln |f(re^{i\theta})||}{|e^{i\theta} - 1|} d\theta.
\end{equation}

Proof. We have
\begin{equation}
2T(r, f) - N(r; 0, \infty) = m(r, f) + m \left( r, \frac{1}{f} \right)
\end{equation}
\begin{equation}
= \frac{1}{2\pi} \int_0^{2\pi} |\ln |f(re^{i\theta})|| d\theta.
\end{equation}
Applying Lemma 3.1 we represent the function $f(z)$ in the form (3.3). We get
\begin{equation}
\frac{1}{2\pi} \int_0^{2\pi} |\ln |f(re^{i\theta})|| d\theta
\end{equation}
\begin{equation}
\leq \frac{1}{2\pi} \int_0^{2\pi} |\ln |\alpha_{R,q}(re^{i\theta})|| d\theta + \frac{1}{2\pi} \int_0^{2\pi} |\ln |\omega_{R,q}(re^{i\theta})|| d\theta,
\end{equation}
from where, by (3.4) and (3.5) we get the inequality
\begin{equation}
\frac{1}{2\pi} \int_0^{2\pi} |\ln |f(re^{i\theta})|| d\theta \leq \sum_{|a_\mu| < R} I(a_\mu) + \sum_{|b_\nu| < R} I(b_\nu)
\end{equation}
\begin{equation}
+ K_1 \left( \frac{R}{R} \right)^{q+1} T(2R, f) + K_2 q(r^q + 1), \quad 0 \leq r \leq \frac{1}{2} R,
\end{equation}
where
\begin{equation}
I(a) = \frac{1}{2\pi} \int_0^{2\pi} \left| \ln \left| E \left( \frac{re^{i\theta}}{a}, q \right) \right| \right| d\theta, \quad 0 < |a| < \infty.
\end{equation}
Let us estimate $I(a)$. Since
\[
\frac{\partial}{\partial t} \ln|E(te^{i\theta}, q)| = Re \frac{\partial}{\partial t} \ln E(te^{i\theta}, q) = Re \frac{t^q e^{i(q+1)\theta}}{te^{i\theta} - 1},
\]
for $0 < \theta < 2\pi$, $0 < t < \infty$, we have
\[
|\ln|E(re^{i\theta}, q)|| \leq \int_0^r \left| \frac{\partial}{\partial t} \ln|E(te^{i\theta}, q)| \right| dt \leq \int_0^r \frac{t^q dt}{|te^{i\theta} - 1|},
\]
and hence, we get
\[
I(a) = I(|a|) = \frac{1}{2\pi} \int_0^{2\pi} \left| \ln \left( \frac{r}{|a|} e^{i\theta}, q \right) \right| d\theta
\leq \int_0^{r/|a|} \left\{ \frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{|te^{i\theta} - 1|} \right\} t^q dt = \int_0^{r/|a|} t^q \Phi(t) dt.
\]
It is easy to see that $\Phi(t) = \frac{1}{2} \Phi \left( \frac{t}{q} \right)$, therefore we have the estimate
\[
I(a) \leq \int_0^{r/|a|} t^q \Phi \left( \frac{1}{q} \right) dt = r^q \int_{|a|}^{\infty} u^{-q-1} \Phi \left( \frac{u}{r} \right) du.
\]
Using this estimate we get
\[
\sum_{|a_\mu| < R} I(a_\mu) + \sum_{|b_\nu| < R} I(b_\nu)
\leq r^q \sum_{|a_\mu| < R} \int_{|a_\mu|}^{\infty} u^{-q-1} \Phi \left( \frac{u}{r} \right) du + r^q \sum_{|b_\nu| < R} \int_{|b_\nu|}^{\infty} u^{-q-1} \Phi \left( \frac{u}{r} \right) du
\leq r^q \int_0^R dn(s; 0, \infty) \int_s^{\infty} u^{-q-1} \Phi \left( \frac{u}{r} \right) du
= r^q \left\{ n(R; 0, \infty) \int_R^{\infty} u^{-q-1} \Phi \left( \frac{u}{r} \right) du
+ \int_0^R n(s; 0, \infty)s^{-q-1} \Phi \left( \frac{s}{r} \right) ds \right\}.
\]
For $0 \leq r \leq \frac{1}{2}R$, $u \geq R$, the inequality
\[
\Phi \left( \frac{u}{r} \right) = \frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{r^q e^{i\theta} - 1} \leq \frac{r}{u - r} \leq \frac{2r}{u}
\]
holds, and therefore
\[
\int_R^{\infty} u^{-q-1} \Phi \left( \frac{u}{r} \right) du \leq 2r \int_R^{\infty} u^{-q-2} du = \frac{2r}{q + 1 R^{q+1}}.
\]
Taking into the account the inequality $n(R; 0, \infty) \leq 4T(2R, f)$ (Lemma 7.1 from Chapter 1), we get the estimate
\[
\sum_{|a_\mu| < R} I(a_\mu) + \sum_{|b_\nu| < R} I(b_\nu)
\leq r^q \left\{ \frac{8}{q + 1 R^{q+1}} T(2R, f) + \int_0^R n(s; 0, \infty) \Phi \left( \frac{s}{r} \right) s^{-q-1} ds \right\}.
\]
The conclusion of the lemma follows from (4.7), (4.9), and (4.10). \qed
Lemma 4.2. Let

\[ J(\beta) = \int_0^{\infty} t^{-\beta-1} \Phi \left( \frac{1}{t} \right) \, dt, \quad 0 < \beta < 1. \]

The estimate

\[ J(\beta) \leq 4.4 \csc \pi \beta \]

holds.

Proof. We have

\[ J(\beta) = \frac{1}{\pi} \int_0^{\pi} d\theta \int_0^{\infty} \frac{t^{-\beta} dt}{\sqrt{t^2 - 2t \cos \theta + 1}}. \]

Making the change of variable

\[ t = \cos \theta + \sin \theta \tan \varphi = \frac{\cos(\theta - \varphi)}{\cos \varphi}, \]

we get

\[ J(\beta) = \frac{1}{\pi} \int_0^{\pi} d\theta \int_{\pi/2}^{\pi/2} \frac{\sin(\theta - \varphi)}{\sin \varphi} \{\cos(\theta - \varphi)\}^{-\beta} \{\cos \varphi\}^{-\beta} d\varphi. \]

Changing the order of integration, we have

\[ J(\beta) = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\varphi \int_{\pi/2}^{\pi/2} \{\cos(\theta - \varphi)\}^{-\beta} \{\cos \varphi\}^{-\beta} d\theta. \]

Since the second integral in the right-hand side of the equality

\[ \int_{0}^{\pi/2} \{\cos(\theta - \varphi)\}^{-\beta} d\theta = \int_{0}^{\pi/2} \{\cos \varphi\}^{-\beta} d\varphi + \int_{-\varphi}^{0} \{\cos \varphi\}^{-\beta} d\varphi \]

is an odd function of \( \varphi \), we get

\[ J(\beta) = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} \{\cos \varphi\}^{-\beta} d\varphi \int_{0}^{\pi/2} \{\cos \varphi\}^{-\beta} d\omega. \]

Using the well-known formula

\[ \int_{0}^{\pi/2} \{\cos \alpha\}^x d\alpha = \frac{\sqrt{\pi} \Gamma \left( \frac{x+1}{2} \right)}{\Gamma \left( \frac{x+1}{2} + 1 \right)}, \quad -1 < x < \infty, \]

we get

\[ J(\beta) = \frac{\Gamma \left( \frac{\beta}{2} \right) \Gamma \left( \frac{1-\beta}{2} \right)}{2 \Gamma \left( \frac{\beta+1}{2} \right) \Gamma \left( \frac{1-\beta}{2} \right)}. \]

From where, by virtue of \( \Gamma(x)\Gamma(1-x) = \pi \csc \pi x \), we obtain

\[ J(\beta) = \frac{\pi^2}{\sin \pi \beta \Gamma^2 \left( \frac{1+\beta}{2} \right) \Gamma^2 \left( \frac{1-\beta}{2} \right)}. \]

Letting \( t = \frac{1}{4} - \frac{\beta}{2} \), we see that \( -\frac{1}{4} < t < \frac{1}{4} \), and

\[ \Gamma \left( \frac{1+\beta}{2} \right) \Gamma \left( \frac{1-\beta}{2} \right) = \Gamma \left( \frac{3}{4} + t \right) \Gamma \left( \frac{3}{4} - t \right). \]
Let us find the minimum of the function \( g(t) = \Gamma \left( \frac{3}{4} + t \right) \Gamma \left( \frac{3}{4} - t \right) \) on the interval \((-\frac{1}{4}, \frac{1}{4})\). Using the well-known formula (see Whittaker, Watson [WW96, 12-16])

\[
\frac{\Gamma'(z)}{\Gamma(z)} = -\gamma - \frac{1}{z} - \sum_{n=1}^{\infty} \left\{ \frac{1}{z + n} - \frac{1}{n} \right\}
\]

(\( \gamma \) is the Euler–Mascheroni constant), we get

\[
\frac{g'(t)}{g(t)} = \frac{\Gamma' \left( \frac{3}{4} + t \right)}{\Gamma \left( \frac{3}{4} + t \right)} - \frac{\Gamma' \left( \frac{3}{4} - t \right)}{\Gamma \left( \frac{3}{4} - t \right)} = \sum_{n=0}^{\infty} \frac{2t}{(n + \frac{3}{4})^2 - t^2}.
\]

Hence we see that \( \text{sign} \, g'(t) = \text{sign} \, t \) on the interval \((-\frac{1}{4}, \frac{1}{4})\). It indicates that

\[
\min_{-\frac{1}{4} < t < \frac{1}{4}} g(t) = g(0) = \Gamma \left( \frac{3}{4} \right).
\]

Thus,

\[
J(\beta) \leq \frac{\pi^2}{\sin \pi \beta \Gamma^4 \left( \frac{3}{4} \right)} < \frac{4.4}{\sin \pi \beta}.
\]

Q.E.D.

Lemma 4.3. Let \( f(z), f(0) = 1, \) be a meromorphic function, \( q \geq 0 \) be an integer, \( \kappa' > \kappa(f), \varepsilon > 0. \) It is possible to find \( R_0 \geq 1 \) such that for \( R \geq 2R_0, q + \varepsilon \leq x \leq q + 1 - \varepsilon, \) the inequality

\[
(\nu_2(x) - \kappa') \int_{R_0}^{R} T(r, f)r^{-x-1}dr \leq C_3 R^{-x}T(2R, f) + C_4
\]

holds, where \( 0 < C_3, C_4 < \infty \) are constants which do not depend on \( R \) and \( x. \)

Proof. Let \( R_0 \geq 1 \) be such that \( N(r; 0, \infty) \leq \kappa'T(r, f) \) holds for \( r \geq R_0. \) Lemma 4.1 implies the inequality

\[
(2 - \kappa')T(r, f) \leq r^q \int_{0}^{R} n(t; 0, \infty) \Phi \left( \frac{t}{r} \right) t^{-q-1}dt + C_1 \left( \frac{R}{r} \right)^{q+1} T(2R, f) + 2C_2qr^q, R_0 \leq r \leq \frac{1}{2}R.
\]

We multiply both parts of this inequality by \( r^{-x-1} \) and integrate with respect to \( r \) from \( R_0 \) to \( \frac{1}{2}R. \) We have

\[
(2 - \kappa') \int_{R_0}^{\frac{1}{2}R} T(r, f)r^{-x-1}dr
\]

(4.12)

\[
\leq \int_{R_0}^{\frac{1}{2}R} r^{q-x-1}dr \int_{0}^{R} n(t; 0, \infty) \Phi \left( \frac{1}{r} \right) t^{-q-1}dt + \frac{C_1}{q + 1 - x} R^{-x}T(2R, f) + \frac{2C_2qr^q}{x - q}.
\]
Denote the iterated integral in the right-hand side of (4.12) by \( I \). Changing the order of integration, we get

\[
I = \int_0^R n(t; 0, \infty) t^{-q-1} dt \int_{R_0}^{\frac{1}{2} R} r^{q-x-1} \Phi \left( \frac{1}{r} \right) dr
\]

\[
= \int_0^R n(t; 0, \infty) t^{-x-1} dt \int_{R_0/t}^{R/(2t)} u^{q-x-1} \Phi \left( \frac{1}{u} \right) du
\]

\[
= \int_0^R n(t; 0, \infty) t^{-x-1} dt \int_0^\infty u^{q-x-1} \Phi \left( \frac{1}{u} \right) du
\]

\[
= J(x-q) \int_0^R n(t; 0, \infty) t^{-x-1} dt
\]

Since

\[
N(R; 0, \infty) \leq 2T(R, f) \leq 2T(2R, f),
\]

\[
x \int_{\frac{1}{2} R}^R N(t; 0, \infty) t^{-x-1} dt \leq N(R; 0, \infty) \left( \frac{1}{2} R \right)^{-x} \leq 2^{q+2} R^{-x} T(2R, f),
\]

\[
x \int_{R_0}^{\frac{1}{2} R} N(t; 0, \infty) t^{-x-1} dt \leq x \kappa' \int_{R_0}^{\frac{1}{2} R} T(t, f) t^{-x-1} dt,
\]

\[
x \int_0^{R_0} N(t; 0, \infty) t^{-x-1} dt \leq (q+1) \left\{ \int_0^1 N(t; 0, \infty) t^{-q-2} dt + \int_1^{R_0} N(t; 0, \infty) t^{-q-1} dt \right\},
\]

and, by Lemma 4.2,

\[
J(x-q) \leq 4.4 |\csc \pi x|,
\]

we get the estimate

\[
I \leq \frac{4.4 x \kappa'}{|\sin \pi x|} \int_{R_0}^{\frac{1}{2} R} T(r, f) r^{-x-1} dr + C_5 R^{-x} T(2R, f) + C_6,
\]

where \( 0 < C_5, C_6 < \infty \) do not depend on \( R \) and \( x, q + \varepsilon < x < q + 1 - \varepsilon \). Using this estimate, from (4.12) we get

\[
(4.13) \quad \left( 2 - \kappa' - \frac{4.4 x \kappa'}{|\sin \pi x|} \right) \int_{R_0}^{\frac{1}{2} R} T(r, f) r^{-x-1} dr \leq C_7 R^{-x} T(2R, f) + C_8,
\]
where $0 < C_7, C_8 < \infty$ do not depend on $R$ and $x$, $q + \varepsilon < x < q + 1 - \varepsilon$. Since

$$2 - \kappa' - \frac{4.4x\kappa'}{|\sin \pi x|} = (\nu_2(x) - x') \left(1 + \frac{4.4x}{|\sin \pi x|}\right),$$

multiplying both parts of the relation (4.13) by $\left(1 + \frac{4.4x}{|\sin \pi x|}\right)^{-1}$, we get the inequality (4.11). \qed

**Proof.** Now we prove Theorem 4.2. We consider separately the following two cases: (a) $0 < \lambda < \rho \leq \infty$, (b) $1 \leq \rho = \lambda$. We do not need to consider the case $1 \leq \rho = \lambda$, since in this case the right-hand side of the inequality (4.5) vanishes, and the conclusion of Theorem 4.2 is trivial.

The case (a). By the continuity of the function $\nu_2(x)$ it suffices to prove that for each non-integer $x$, $\lambda < x < \rho$, the inequality

$$\kappa(f) \geq \nu_2(x)$$

holds. Letting $q = [x], \varepsilon = \min(x - q, q + 1 - x)$, we apply Lemma 4.3. Note that the quantities $C_3$ and $C_4$ in the inequality (4.11) could depend on $q$ and $\varepsilon$, therefore now they can depend on $x$, but this does not interfere with our argument.

Since $x < \rho$, we get

$$\lim_{R \to \infty} \int_{R_0}^{R} T(r, f) r^{-\varepsilon - 1} dr = \infty.$$ 

Since $x > \lambda$, there exists a sequence $R_k \to \infty$, such that

$$\lim_{k \to \infty} R_k^{-\varepsilon} T(2R_k, f) = 0.$$ 

Therefore, letting $R$ tend to $\infty$ along the sequence $R_k$ in (4.11), we get

$$\nu_2(x) - \kappa' \leq 0.$$ 

Since this inequality holds for each $\kappa' > \kappa(f)$, it holds also for $\kappa' = \kappa(f)$, that is (4.14) holds.

Case (b). We prove that

$$\kappa(f) \geq \nu_2(\lambda).$$ 

Let $\lambda(r)$ be the lower proximate order of the function $T(r, f), q = [\lambda], \varepsilon = \frac{1}{2} \min(\lambda - q, q + 1 - \lambda)$. We choose $R'_0 \geq R_0$ so large, that for $r \geq R'_0$ the inequalities $q + \varepsilon < \lambda(r) < q + 1 - \varepsilon$ and $T(r, f) \geq \frac{1}{2}r^\lambda(r)$ hold. Letting $x = \lambda(R)$ in (4.11), we get the inequality

$$\left(\nu_2(\lambda(R)) - \kappa'\right) \int_{R_0}^{R} T(r, f) r^{-\lambda(R) - 1} dr \leq C_3 R^{-\lambda(R)} T(2R, f) + C_4.$$ 

By the result of Exercise 2 from Section 2 of Chapter 2 we have

$$\lim_{R \to \infty} \int_{R_0}^{R} T(r, f) r^{-\lambda(R) - 1} dr \geq \lim_{R \to \infty} \left\{ \int_{R_0}^{R} T(r, f) r^{-\lambda(R) - 1} dr + \frac{1}{2} \int_{R'_0}^{R} r^{\lambda(r) - \lambda(R) - 1} dr \right\} = \infty.$$ 

The definition of a lower proximate order implies that there exists a sequence $R_k \to \infty$, such that

$$\lim_{k \to \infty} R_k^{-\lambda(R_k)} T(2R_k, f) < \infty.$$
Letting $R$ tend to $\infty$ along the sequence $R_k$, we get the inequality $\nu_2(\lambda) - \kappa' \leq 0$, which, in turn, implies (4.5). The proof of Theorem 4.2 is completed.

Now we turn to lemmas used in the proof of Theorem 4.3.

**Lemma 4.4.** Let

$$\alpha(z) = \prod_{\mu} \left( 1 - \frac{z}{a_\mu} \right) \left\{ \prod_{\nu} \left( 1 - \frac{z}{b_\nu} \right) \right\}^{-1}$$

be a meromorphic function of genus zero. Let

$$\tilde{\alpha}(z) = \prod_{\mu} \left( 1 - \frac{z}{|a_\mu|} \right) \left\{ \prod_{\nu} \left( 1 + \frac{z}{|b_\nu|} \right) \right\}^{-1}.$$

Then

$$m(r, \tilde{\alpha}) \geq m(r, \alpha), \quad T(r, \tilde{\alpha}) \geq T(r, \alpha).$$

**Proof.** Let $a_\mu = |a_\mu| e^{i\alpha_\mu}$, $b_\nu = |b_\nu| e^{i\beta_\nu}$. We fix $r > 0$ and denote by $D$ the set of those values of $\theta$, $-\pi \leq \theta < \pi$, for which $|\alpha(r e^{i\theta})| \geq 1$. Let $D(a_\mu)$ be the set of those values of $\theta$, $-\pi \leq \theta < \pi$, for which $\theta + a_\mu + \pi \in D(\mod 2\pi)$, and $D(b_\nu)$ be the set of those values of $\theta$, $-\pi \leq \theta < \pi$, for which $\theta + \beta_\nu \in D(\mod 2\pi)$. It is clear that $d = \text{mes} D = \text{mes} D(a_\mu) = \text{mes} D(b_\nu)$. We have

$$m(r, \alpha) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |\alpha(r e^{i\theta})| d\theta = \frac{1}{2\pi} \int_{D} \ln |\alpha(r e^{i\theta})| d\theta = \sum_{\mu} \frac{1}{2\pi} \int_{D(a_\mu)} \ln \left| 1 + \frac{r e^{i\theta}}{|a_\mu|} \right| d\theta + \sum_{\nu} \frac{1}{2\pi} \int_{D(b_\nu)} \ln \left| 1 - \frac{r e^{i\theta}}{|b_\nu|} \right| d\theta.$$

Since the functions $\ln \left| 1 + \frac{r e^{i\theta}}{|a_\mu|} \right|$ and $- \ln \left| 1 - \frac{r e^{i\theta}}{|b_\nu|} \right|$ are decreasing on $[0, \pi]$ and even, by Lemma 7.2 from Chapter 1, we have

$$\int_{D(a_\mu)} \ln \left| 1 + \frac{r e^{i\theta}}{|a_\mu|} \right| d\theta \leq \int_{-\frac{1}{2}\text{mes} D(a_\mu)}^{\frac{1}{2}\text{mes} D(a_\mu)} \ln \left| 1 + \frac{r e^{i\theta}}{|a_\mu|} \right| d\theta = \int_{-\frac{1}{2}d}^{\frac{1}{2}d} \ln \left| 1 + \frac{r e^{i\theta}}{|a_\mu|} \right| d\theta,$$

and

$$\int_{D(b_\nu)} - \ln \left| 1 - \frac{r e^{i\theta}}{|b_\nu|} \right| d\theta \leq \int_{-\frac{1}{2}\text{mes} D(b_\nu)}^{\frac{1}{2}\text{mes} D(b_\nu)} - \ln \left| 1 - \frac{r e^{i\theta}}{|b_\nu|} \right| d\theta = \int_{-\frac{1}{2}d}^{\frac{1}{2}d} - \ln \left| 1 - \frac{r e^{i\theta}}{|b_\nu|} \right| d\theta.$$

We get

$$m(r, \alpha) \leq \sum_{\mu} \frac{1}{2\pi} \int_{-\frac{1}{2}d}^{\frac{1}{2}d} \ln \left| 1 + \frac{r e^{i\theta}}{|a_\mu|} \right| d\theta + \sum_{\nu} \frac{1}{2\pi} \int_{-\frac{1}{2}d}^{\frac{1}{2}d} - \ln \left| 1 - \frac{r e^{i\theta}}{|b_\nu|} \right| d\theta$$

$$= \frac{1}{2\pi} \int_{-\frac{1}{2}d}^{\frac{1}{2}d} \ln |\tilde{\alpha}(r e^{i\theta})| d\theta \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |\tilde{\alpha}(r e^{i\theta})| d\theta = m(r, \tilde{\alpha}).$$

Since $N(r, \alpha) = N(r, \tilde{\alpha})$, we conclude

$$T(r, \alpha) = m(r, \alpha) + N(r, \alpha) \leq m(r, \tilde{\alpha}) + N(r, \tilde{\alpha}) = T(r, \tilde{\alpha}),$$

Q.E.D.
5. ASYMPTOTIC PROPERTIES

**Lemma 4.5.** Let \( f(z) \), \( f(0) = 1 \), be a meromorphic function of of genus zero with positive zeros and negative poles. Denote by \( A \) the (possibly, empty) set of those values of \( r \), \( 0 < r < \infty \), for which at least one of the following equalities is true

\[
T(r, f) = N(r, f), \quad T(r, f) = N\left(r, \frac{1}{f}\right).
\]

For each \( r \notin A \) there exists \( \beta = \beta(r) \), \( 0 < \beta(r) < \pi \), such that the equality

\[
(4.16) \quad T(r, f) = \int_0^\infty N\left(t, \frac{1}{f}\right) K(t, r, \beta) dt + \int_0^\infty N(t, f) K(t, r, \pi - \beta) dt
\]

takes place, where

\[
K(t, r, \varphi) = \frac{1}{\pi} \frac{r \sin \varphi}{t^2 + r^2 - 2rt \cos \varphi} = \frac{1}{\pi} \Im \frac{1}{t - re^{i \varphi}}, \quad 0 < \varphi < \pi.
\]

**Proof.** We choose a single-valued of \( \ln f(z) \) satisfying \( \ln f(0) = 0 \) in the region \( \{ \Im z > 0 \} \cup \{ |z| < q \} \), where \( q \) is so small that \( f(z) \neq 0, \infty \) for \( |z| < q \). We have the representation

\[
\ln f(z) = \int_0^\infty \ln \left(1 - \frac{z}{t}\right) dn\left(t, \frac{1}{f}\right) - \int_0^\infty \ln \left(1 + \frac{z}{t}\right) dn(t, f), \quad \Im z > 0,
\]

from where, integrating by parts twice, we get

\[
(4.17) \quad \ln f(z) = -z \int_0^\infty N\left(t, \frac{1}{f}\right) \frac{dt}{(t-z)^2} - z \int_0^\infty N(t, f) \frac{dt}{(t+z)^2}, \quad \Im z > 0.
\]

Fix \( r \notin A \), then \( m(r, f) > 0 \) and \( m\left(r, \frac{1}{f}\right) > 0 \). Since the function \( \ln |f(re^{i \theta})| \) is an increasing function of \( \theta \) on \( [0, \pi] \), we get from here that \( \ln |f(r)| < 0 \) and \( \ln |f(-r)| > 0 \). Denote by \( \beta = \beta(r) \), \( 0 < \beta(r) < \pi \) the number determined by the condition \( \ln |f(re^{i \beta})| = 0 \). Observing that \( \ln |f(re^{i \beta})| \) is an even function of \( \theta \), we get for \( r \notin A \)

\[
m(r, f) = \frac{1}{\pi} \int_0^\pi \ln |f(re^{i \theta})| d\theta = \frac{1}{\pi} \int_\beta^\pi \ln |f(re^{i \theta})| d\theta = -\frac{1}{\pi} \lim_{\delta \to \pi} \Im \int_{re^{i \delta}}^{re^{i \beta}} \ln f(z) \frac{dz}{z}.
\]

By virtue of the representation (4.17) we get

\[
m(r, f) = -\frac{1}{\pi} \lim_{\delta \to \pi} \left\{ \Im \int_0^\infty N\left(t, \frac{1}{f}\right) dt \int_{re^{i \delta}}^{re^{i \beta}} \frac{dz}{(z-t)^2}
\right. \]

\[
+ \text{Im} \int_0^\infty N(t, f) dt \int_{re^{i \beta}}^{re^{i \delta}} \frac{dz}{(z+t)^2}
\]

\[
= \frac{1}{\pi} \lim_{\delta \to \pi} \left\{ \int_0^\infty N\left(t, \frac{1}{f}\right) \text{Im} \left[ \frac{1}{re^{i \delta} - t} - \frac{1}{re^{i \beta} - t} \right] dt
\right.
\]

\[
+ \int_0^\infty N(t, f) \text{Im} \left[ \frac{1}{re^{i \beta} + t} - \frac{1}{re^{i \delta} + t} \right] dt
\]

\[
= \int_0^\infty N\left(t, \frac{1}{f}\right) K(t, r, \beta) dt + \int_0^\infty N(t, f) K(t, r, \pi - \beta) dt
\]

\[
- \lim_{\delta \to \pi} \int_0^\infty N\left(t, \frac{1}{f}\right) K(t, r, \delta) dt - \lim_{\delta \to \pi} \int_0^\infty N(t, f) K(t, r, \pi - \delta) dt.
\]
From the estimate
\[ K(t, r, \delta) \leq \frac{1}{\pi} \frac{r \sin \delta}{r^2 + \delta^2}, \quad \frac{\pi}{2} \leq \delta < \pi, \]
and the convergence of the integral
\[ \int_0^\infty N \left( t, \frac{1}{f} \right) t^{-2} dt, \]
it follows easily, that
\[ \lim_{\delta \to \pi} \int_0^\infty N \left( t, \frac{1}{f} \right) K(t, r, \delta) dt = 0. \]
We show that
\[ \lim_{\delta \to \pi} \int_0^\infty N \left( t, \frac{1}{f} \right) K(t, r, \pi - \delta) dt = N(r, f). \]
Choose an arbitrary \( \varepsilon > 0 \). By the continuity of the function \( N(t, f) \) we can choose \( \eta > 0 \) such that for \( |t - r| < \eta \) the inequality \( |N(t, f) - N(r, f)| < \varepsilon \) holds. We have
\[ K(t, r, \pi - \delta) \leq \frac{1}{\pi} \frac{r \sin \delta}{(r - t)^2}. \]
Since \( \int_{-\infty}^\infty K(t, r, \varphi) dt = 1, \quad 0 < \varphi < \pi \), it follows that
\[ \int_0^\infty N(t, f) K(t, r, \pi - \delta) dt - N(r, f) \]
\[ = \int_0^\infty N(t, f) K(t, r, \pi - \delta) dt - \int_{-\infty}^\infty N(r, f) K(t, r, \pi - \delta) dt \]
\[ = \int_{|t-r|<\eta} \{ N(t, f) - N(r, f) \} K(t, r, \pi - \delta) dt \]
\[ + \int_{|t-r|\geq\eta} N(t, f) K(t, r, \pi - \delta) dt - \int_{|t-r|\geq\eta} N(r, f) K(t, r, \pi - \delta) dt \]
\[ = I_1 + I_2 - I_3. \]
Noticing that \( K(t, r, \varphi) > 0, \quad 0 < \varphi < \pi \), we get
\[ |I_1| \leq \varepsilon \int_{|t-r|<\eta} K(t, r, \pi - \delta) dt < \varepsilon \int_{-\infty}^\infty K(t, r, \pi - \delta) dt = \varepsilon. \]
Next, by virtue of the estimate (4.19) we have
\[ |I_2| \leq \frac{1}{\pi} \sin \delta \int_{|t-r|\geq\eta} N(t, f) \frac{r}{(r-t)^2} dt, \]
\[ |I_3| \leq \frac{1}{\pi} \sin \delta N(r, f) \int_{|t-r|\geq\eta} \frac{r}{(r-t)^2} dt. \]
Therefore for all \( \delta \) sufficiently close to \( \pi \), the inequality \( |I_2| + |I_3| < \varepsilon \) holds, hence,
\[ |I_1| + |I_2| + |I_3| < 2\varepsilon. \] Thus, we have proved the equality (4.18). So we have \( (r \notin A) \)
m\( (r, f) = \int_0^\infty N \left( t, \frac{1}{f} \right) K(t, r, \beta) dt + \int_0^\infty N(t, f) K(t, r, \pi - \beta) dt - N(r, f), \)
an equality, equivalent to (4.16). □
LEMMA 4.6. Let \( V(r) > 0 \) be a continuous non-decreasing function of \( r \).

(A) If for some \( \sigma \), \( 0 < \sigma < \infty \),

\[
\begin{align*}
\liminf_{r \to \infty} r^{-\sigma} V(r) &= 0, \\
\limsup_{r \to \infty} r^{-\sigma} V(r) &= \infty,
\end{align*}
\]

then for each \( \varepsilon \), \( 0 < \varepsilon < 1 \), there are two sequences \( r_k \to \infty \) and \( R_k \to \infty \), such that

\( (4.20) \) \( V(t) \leq \left( \frac{t}{r_k} \right)^{\sigma} V(r_k), \ 1 \leq t \leq R_k; \quad (b) \ r_k R_k^{-1} < \varepsilon. \)

(B) If

\[
\limsup_{r \to \infty} \frac{\ln V(r)}{\ln r} = \rho < \infty,
\]

then for each \( \varepsilon \), \( 0 < \varepsilon < 1 \), there exists a sequence \( r_k \to \infty \), such that

\( (4.21) \) \( V(t) \leq \left( \frac{t}{r_k} \right)^{\rho - \varepsilon} V(r_k), \ 1 \leq t \leq r_k, \)

\( (4.22) \) \( V(t) \leq \left( \frac{t}{r_k} \right)^{\rho + \varepsilon} V(r_k), \ r_k \leq t < \infty. \)

PROOF. We prove the statement (B) first. Since \( \limsup_{r \to \infty} r^{-\rho + \varepsilon} V(r) = \infty \), the set of those values of \( r \) for which

\[ r^{-\rho + \varepsilon} V(r) = \max_{1 \leq t \leq r} \{ t^{-\rho + \varepsilon} V(t) \}, \]

is not bounded from above. We select in this set a sequence \( s_k \uparrow \infty \). Since \( \lim_{t \to \infty} t^{-\rho + \varepsilon} V(t) = 0 \), for each \( s_k \) we can find \( r_k \geq s_k \) such that

\( (4.23) \) \( r_k^{-\rho - \varepsilon} V(r_k) = \max_{s_k \leq t \leq \infty} t^{-\rho - \varepsilon} V(t). \)

The sequence \( \{r_k\} \) has the desired properties. In fact, the validity of (4.22) follows from (4.23) and the inequality \( r_k \geq s_k \).

Next, for \( 1 \leq t \leq s_k \) we have

\[
\frac{V(t)}{t^{\rho - \varepsilon}} \leq \frac{V(s_k)}{s_k^{\rho - \varepsilon}} = \frac{V(s_k)}{s_k^{\rho - \varepsilon}} s_k^{2\varepsilon} \leq \frac{V(r_k)}{r_k^{\rho + \varepsilon}} s_k^{2\varepsilon} \leq \frac{V(r_k)}{r_k^{\rho + \varepsilon}} r_k^{2\varepsilon} = \frac{V(r_k)}{r_k^{\rho - \varepsilon}},
\]

and for \( s_k \leq t \leq r_k \) we have

\[
\frac{V(t)}{t^{\rho - \varepsilon}} = \frac{V(t)}{t^{\rho + \varepsilon}} t^{2\varepsilon} \leq \frac{V(r_k)}{r_k^{\rho + \varepsilon}} t^{2\varepsilon} \leq \frac{V(r_k)}{r_k^{\rho + \varepsilon}} r_k^{2\varepsilon} = \frac{V(r_k)}{r_k^{\rho - \varepsilon}}.
\]

Therefore the inequality (4.21) is also valid.

Now we prove the statement (A). By (a) there exists a sequence \( R_k \uparrow \infty \) such that \( \lim_{k \to \infty} R_k^{-\sigma} V(R_k) = 0 \). Since \( V(r) \) is non-decreasing, we have

\( (4.23') \) \( \max_{r_k \leq r \leq R_k} r^{-\sigma} V(r) \leq \varepsilon^{-\sigma} R_k^{-\sigma} V(R_k) \to 0 \) when \( k \to \infty \).

Denote by \( F \) the closed set consisting of those \( r \geq 1 \) for which

\[ r^{-\sigma} V(r) = \max_{1 \leq t \leq r} t^{-\sigma} V(t). \]

By (β) the set \( F \) is not bounded from above and \( \lim_{r \to \infty} r^{-\sigma} V(r) = \infty \). Therefore (4.23') implies that for \( k \geq k_0 \) none of the segments \([\varepsilon R_k, R_k]\) intersects the set \( F \).
Denote by $r_k$ the largest number in the set $F \cap [1, \varepsilon R_k]$, $k \geq k_0$. The sequences $\{r_k\}_{k_0}^\infty$ and $\{R_k\}_{k_0}^\infty$ have the desired properties. In fact, since $r_k \in F \cap [1, \varepsilon R_k]$, the inequality (b) from (4.20) holds. The validity of the part (a) of (4.20) for $1 \leq t \leq r_k$ follows from $r_k \in F$. Since the half-open interval $(r_k, R_k]$ does not intersect the set $F$, the part (a) of (4.20) holds, also, for $r_k < t \leq R_k$.

The proof of the lemma is completed. □

**Proof.** Now we prove Theorem 4.3. We may assume without loss of generality that $f(0) = 1$. We consider separately two cases: (a) $\lambda < \rho$, (b) $\lambda = \rho$ (by the assumptions of the theorem we have $0 \leq \lambda < 1$ in both cases).

Case (a). Using Lemma 3.1 we represent the function $f(z)$ in the form $f(z) = \alpha R, 0(z) \omega_R, 0(z)$. By virtue of the estimate (3.5) and Lemma 4.4 we have

$$T(r, f) \leq T(r, \alpha R, 0) + T(r, \omega_R, 0) \leq T(r, \hat{\alpha} R, 0) + K_1 \frac{r}{R} T(2R, f),$$

where $K_1$ is a constant which does not depend on $r$ and $R$.

Let $\sigma$ be an arbitrary number satisfying the condition $\lambda < \sigma < \min(\rho, 1)$. Then the function $V(r) = T(r, f)$ satisfies the conditions (a) and (b) of Lemma 4.6(A), and therefore, for each $\varepsilon$, $0 < \varepsilon < 1/4$, we can find sequences $\{r_k\}$ and $\{R_k\}$ satisfying (4.20),(a),(b). In what follows we assume

$$r = r_k, \ 2R = R_k.$$  

Note that then

$$T(t, f) \leq \left(\frac{t}{r}\right)^\sigma T(r, f), \ 1 \leq t \leq 2R \ \text{and} \ \frac{r}{R} < 2\varepsilon,$$

and the inequality (4.24) implies

$$T(r, f) \leq T(r, \hat{\alpha} R, 0) + 2K_1 \varepsilon^{1-\sigma} T(r, f).$$

To estimate $T(r, \hat{\alpha} R, 0)$ we use Lemma 4.5.

Suppose that there is an infinite sequence of pairs $(r, R)$ satisfying the conditions (4.25), and such that

$$T(r, \hat{\alpha} R, 0) = N(r, \hat{\alpha} R, 0).$$

Since for $r \leq R$ we have

$$N(r, \hat{\alpha} R, 0) = N(r, f),$$

by (4.27) we get

$$T(r, f) \leq N(r, f) + 2K_1 \varepsilon^{1-\sigma} T(r, f),$$

whence

$$\limsup_{r \to \infty} \frac{N(r, f)}{T(r, f)} \geq 1 - 2K_1 \varepsilon^{1-\sigma},$$

hence, a fortiori,

$$\kappa(f) \geq 1 - 2K_1 \varepsilon^{1-\sigma}.$$  

Letting $\varepsilon$ tend to 0, we get $\kappa(f) \geq 1$, and the inequality (4.6) is proved in this case. Similarly, the inequality (4.6) holds also in the case when there is an infinite sequence of pairs $(r, R)$, satisfying the conditions (4.25), such that

$$T(r, \hat{\alpha} R, 0) = N(r, 1/\hat{\alpha} R, 0).$$
If there is neither an infinite sequence of pairs \((r, R)\) satisfying (4.25) and (4.28), nor an infinite sequence of pairs satisfying (4.25) and (4.29), then by Lemma 4.5 for all pairs \((r, R)\) satisfying (4.25) for \(k \geq k_0\) there is \(\beta = \beta(r), 0 < \beta < \pi\), such that the equality

\[
T(r, \tilde{\alpha}_{R, 0}) = \int_{0}^{\infty} N(t, 1/\tilde{\alpha}_{R, 0}) K(t, r, \beta) dt
+ \int_{0}^{\infty} N(t, \tilde{\alpha}_{R, 0}) K(t, r, \pi - \beta) dt = I_1 + I_2
\]

holds. Since for \(t \leq R\) the equality

\[
N(t, \tilde{\alpha}_{R, 0}) = N(t, f) + n(R, f) \ln \frac{t}{R}
\]

holds, and for \(t > R\) we have

\[
N(t, \tilde{\alpha}_{R, 0}) = N(R, f) + n(R, f) \ln \frac{t}{R}
\]

\[
\leq T(R, f) + 2T(2R, f) \ln \frac{t}{R} \leq 2T(2R, f) \ln \frac{et}{R},
\]

we conclude

\[
I_2 \leq \int_{0}^{R} N(t, f) K(t, r, \pi - \beta) dt + 2T(2R, f) \int_{R}^{\infty} \ln \left( \frac{et}{R} \right) K(t, r, \pi - \beta) dt
\]

and, observing that for \(t \geq R (\geq 2r)\) the inequality

\[
K(t, r, \beta) \leq \frac{1}{\pi} \frac{r \sin \beta}{(r - t)^2} \leq 2 \frac{r}{t^2}
\]

holds, and

\[
\int_{R}^{\infty} r^{-2} \ln \left( \frac{et}{R} \right) dt = \frac{2}{R},
\]

we get

\[
(4.31) \quad I_2 \leq \int_{0}^{R} N(t, f) K(t, r, \pi - \beta) dt + 8 \frac{r}{R} T(2R, f).
\]

Similarly we get

\[
(4.32) \quad I_1 \leq \int_{0}^{R} N \left( t, \frac{1}{f} \right) K(t, r, \beta) dt + 8 \frac{r}{R} T(2R, f).
\]

The combination of (4.27), (4.30), (4.31), (4.32), and (4.26) implies the inequality

\[
T(r, f) \leq \int_{0}^{R} N \left( t, \frac{1}{f} \right) K(t, r, \beta) dt
+ \int_{0}^{R} N(t, f) K(t, r, \pi - \beta) dt + (2K_1 + 32) \varepsilon^{1-\sigma} T(r, f).
\]

Let \(\gamma = \min(\beta, \pi - \beta)\). Then, obviously, \(0 < \gamma \leq \frac{\pi}{2}\) and

\[
(4.34) \quad K(t, r, \gamma) = \max(K(t, r, \beta), K(t, r, \pi - \beta)).
\]

Therefore (4.33) implies

\[
(4.35) \quad T(r, f) \leq \int_{0}^{R} N(t; 0, \infty) K(t, r, \gamma) dt + (2K_1 + 32) \varepsilon^{1-\sigma} T(r, f).
\]
4. Bounds for the Sum of Two Deficiencies and Related Problems

Let $\kappa' > \kappa(f)$. Then there is $R_0 \geq 1$, such that for $t \geq R_0$ the inequality $N(t; 0, \infty) \leq \kappa'T(t, f)$ holds. Taking into account (4.26), we derive from (4.35) the inequality

$$T(r, f) \leq \kappa'T(r, f) \int_{R_0}^{R} \frac{t}{r} dt K(t, r, \gamma) + \frac{N(R_0; 0, \infty)R_0}{\pi(r - R_0)^2} + (2K_1 + 32)e^{1-\sigma}T(r, f).$$

Next we observe that

$$\int_{R_0}^{R} \frac{t}{r} dt K(t, r, \gamma) \leq \int_{0}^{\infty} \frac{t}{r} dt K(t, r, \gamma) = \int_{0}^{\infty} u^\sigma K(u, 1, \gamma) du,$$

and that using the Residue Calculus, it is easy to get

$$\int_{0}^{\infty} u^\sigma K(u, 1, \varphi) du = \frac{\sin(\pi - \varphi)\sigma}{\sin \pi \sigma}, \quad 0 < \varphi < \pi, \quad -1 < \sigma < 1.$$

Therefore (4.36) implies the inequality

$$1 \leq \kappa' \frac{\sin(\pi - \gamma)\sigma}{\sin \pi \sigma} + (2K_1 + 32)e^{1-\sigma} + \frac{N(R_0; 0, \infty)R_0}{\pi(r - R_0)^2}T(r, f).$$

Letting $r$ tend to $\infty$ in this inequality, and then letting $\varepsilon$ tend to 0, we get

$$1 \leq \kappa' \max_{0 \leq \sigma \leq \frac{\pi}{2}} \frac{\sin(\pi - \gamma)\sigma}{\sin \pi \sigma}.$$

But

$$\max_{0 \leq \sigma \leq \frac{\pi}{2}} \frac{\sin(\pi - \gamma)\sigma}{\sin \pi \sigma} = \begin{cases} 1, & 0 < \sigma \leq \frac{1}{2} \\ \frac{1}{\sin \pi \sigma}, & \frac{1}{2} < \sigma < 1 \end{cases} = \frac{1}{\nu(\sigma)},$$

therefore (4.38) can be rewritten in the form

$$\kappa' \geq \nu(\sigma).$$

Here $\sigma$ is an arbitrary number satisfying the inequality $\lambda < \sigma < \min(\rho, 1)$, and $\kappa'$ is an arbitrary number satisfying the inequality $\kappa' > \kappa(f)$. Therefore the validity of (4.40) implies the validity of (4.6).

Case (b). We prove that for each function $f(z)$, $f(0) = 1$, of order $\rho < 1$ the inequality $\kappa(f) \geq \nu(\rho)$ holds (we shall not use the condition $\lambda = \rho$). First we assume in addition that all zeros of the function $f(z)$ are positive, and all of its poles are negative. Then, since $f(z)$ has genus zero, we can apply Lemma 4.5.

If there is an infinite sequence of values of $r$ for which at least one of the equalities

$$T(r, f) = N(r, f), \quad T(r, f) = N\left(r, \frac{1}{f}\right)$$

is valid, then $\kappa(f) \geq 1$, and hence (4.6) holds. Therefore, by Lemma 4.5, we may assume that for all sufficiently large $r$ there is $\beta = \beta(r)$, $0 < \beta(r) < \pi$, such that the inequality (4.16) holds. Letting, as in the case (a), $\gamma = \min(\beta, \pi - \beta)$, and using (4.34) we get

$$\kappa' \geq \nu(\sigma).$$

Here $\sigma$ is an arbitrary number satisfying the inequality $\lambda < \sigma < \min(\rho, 1)$, and $\kappa'$ is an arbitrary number satisfying the inequality $\kappa' > \kappa(f)$. Therefore the validity of (4.40) implies the validity of (4.6).

Case (b). We prove that for each function $f(z)$, $f(0) = 1$, of order $\rho < 1$ the inequality $\kappa(f) \geq \nu(\rho)$ holds (we shall not use the condition $\lambda = \rho$). First we assume in addition that all zeros of the function $f(z)$ are positive, and all of its poles are negative. Then, since $f(z)$ has genus zero, we can apply Lemma 4.5.

If there is an infinite sequence of values of $r$ for which at least one of the equalities

$$T(r, f) = N(r, f), \quad T(r, f) = N\left(r, \frac{1}{f}\right)$$

is valid, then $\kappa(f) \geq 1$, and hence (4.6) holds. Therefore, by Lemma 4.5, we may assume that for all sufficiently large $r$ there is $\beta = \beta(r)$, $0 < \beta(r) < \pi$, such that the inequality (4.16) holds. Letting, as in the case (a), $\gamma = \min(\beta, \pi - \beta)$, and using (4.34) we get

$$\kappa' \geq \nu(\sigma).$$

Here $\sigma$ is an arbitrary number satisfying the inequality $\lambda < \sigma < \min(\rho, 1)$, and $\kappa'$ is an arbitrary number satisfying the inequality $\kappa' > \kappa(f)$. Therefore the validity of (4.40) implies the validity of (4.6).
Let $\varepsilon$, $0 < \varepsilon < \min\left(\frac{1}{4}, 1 - \rho\right)$ be an arbitrary prescribed number. Let $V(r) = T(r, f)$ in Lemma 4.6(B) and denote by $\{r_k\}$ the sequence whose existence is established in the lemma. In what follows we assume that $r$ takes values belonging to the sequence $\{r_k\}$ only. Note that by Lemma 4.6(B) we have

\begin{equation}
T(t, f) \leq \left(\frac{t}{r}\right)^{\rho - \varepsilon} T(r, f), \quad 1 \leq t \leq r,
\end{equation}

\begin{equation}
T(t, f) \leq \left(\frac{t}{r}\right)^{\rho + \varepsilon} T(r, f), \quad r \leq t < \infty.
\end{equation}

Let $\kappa' > \kappa(f)$ and let $R_0 \geq 1$ be such that for $t \geq R_0$ the inequality $N(t; 0, \infty) \leq \kappa'T(t, f)$ holds. Taking into account (4.42), (4.42'), we get from (4.41) the inequality

\begin{equation}
T(r, f) \leq \kappa'T(r, f) \left\{ \int_{R_0}^{r} \left(\frac{t}{r}\right)^{\rho - \varepsilon} K(t, r, \gamma)dt + \int_{r}^{\infty} \left(\frac{t}{r}\right)^{\rho + \varepsilon} K(t, r, \gamma)dt \right\} + \frac{N(R_0; 0, \infty)rR_0}{\pi(r - R_0)^2}.
\end{equation}

We estimate the expression in braces. We have
\[
\int_{R_0}^{r} \left(\frac{t}{r}\right)^{\rho - \varepsilon} K(t, r, \gamma)dt + \int_{r}^{\infty} \left(\frac{t}{r}\right)^{\rho + \varepsilon} K(t, r, \gamma)dt = \int_{R_0/r}^{1} u^{\rho - \varepsilon} K(u, 1, \gamma)du + \int_{1}^{\infty} u^{\rho + \varepsilon} K(u, 1, \gamma)du \leq \int_{0}^{\infty} u^{\rho + \varepsilon} K(u, 1, \gamma)du + \int_{0}^{1} (u^{\rho - \varepsilon} - u^{\rho + \varepsilon}) K(u, 1, \gamma)du.
\]

By virtue of (4.37') we have
\[
\int_{0}^{\infty} u^{\rho + \varepsilon} K(u, 1, \gamma)du = \frac{\sin(\pi - \gamma)(\rho + \varepsilon)}{\sin \pi(\rho + \varepsilon)}.
\]

Next, since $1 - u^{2\varepsilon} < 8\varepsilon u^{-\frac{\varepsilon}{2}}$, $u^{\rho - \varepsilon} < u^{-\frac{\varepsilon}{2}}$ for $0 < u < 1$, we get
\[
\int_{0}^{1} (u^{\rho - \varepsilon} - u^{\rho + \varepsilon}) K(u, 1, \gamma)du \leq 8\varepsilon \int_{0}^{1} u^{-\frac{\varepsilon}{2}} K(u, 1, \gamma)du < 8\varepsilon \int_{0}^{\infty} u^{-\frac{\varepsilon}{2}} K(u, 1, \gamma)du = 8\varepsilon \sin \frac{\pi - \gamma}{2} \leq 8\varepsilon.
\]

Therefore (4.43) implies
\[
1 \leq \kappa' \left\{ \frac{\sin(\pi - \gamma)(\rho + \varepsilon)}{\sin \pi(\rho + \varepsilon)} + 8\varepsilon \right\} + \frac{N(R_0; 0, \infty)rR_0}{\pi(r - R_0)^2 T(r, f)}.
\]

Letting $r$ tend to $\infty$, we get
\[
1 \leq \kappa' \left\{ \max_{0 \leq \gamma \leq \frac{\pi}{2}} \frac{\sin(\pi - \gamma)(\rho + \varepsilon)}{\sin \pi(\rho + \varepsilon)} + 8\varepsilon \right\},
\]

whence, by (4.39), it follows that
\[
1 \leq \kappa' \left\{ \frac{1}{\nu(\rho + \varepsilon)} + 8\varepsilon \right\}.
\]
Letting $\varepsilon$ tend to 0, and then letting $\kappa'$ tend to $\kappa(f)$, we get $\kappa(f) \geq \nu(\rho)$, Q.E.D.

Now we get rid of the assumption that all zeros of the function $f(z)$ are positive and all of its poles are negative. Let $f(z), f(0) = 1$, be a meromorphic function of order $\rho < 1$. We form the function $\tilde{f}(z)$. Obviously,

\[(4.44) \quad N(r, f) = N(r, \tilde{f}), \quad N \left( r, \frac{1}{f} \right) = N \left( r, \frac{1}{\tilde{f}} \right).
\]

Since the functions $f(z)$ and $\tilde{f}(z)$ are quotients of canonical products, using Theorem 3.4 from Chapter 2 we get

$$\rho[f] = \max \left\{ \rho[N(r, f)], \rho \left[ N \left( r, \frac{1}{f} \right) \right] \right\},$$

$$\rho[\tilde{f}] = \max \left\{ \rho[N(r, \tilde{f})], \rho \left[ N \left( r, \frac{1}{\tilde{f}} \right) \right] \right\},$$

and hence $\rho[f] = \rho[\tilde{f}] = \rho$. All zeros of the function $\tilde{f}(z)$ are positive and all of its poles are negative, therefore, since the result has been already proven in this case, $\kappa(\tilde{f}) \geq \nu(\rho)$. But $\kappa(f) \geq \kappa(\tilde{f})$, it follows from (4.44) and the inequality $T(r, f) \leq T(r, \tilde{f})$, which is a consequence of Lemma 4.4. The proof of Theorem 4.3 is completed. $\square$

The method used in the proof of Theorem 4.3 can be used to prove the following result about deficiencies.

**Theorem 4.4.** Let $f(z)$ be a meromorphic function of lower order $\lambda < 1$, $a \neq b$ be two numbers from the extended plane. Let

$$u = 1 - \delta(a, f), \quad v = 1 - \delta(b, f).$$

The inequality

\[(4.45) \quad u^2 + v^2 - 2uv \cos \pi \lambda \geq \sin^2 \pi \lambda
\]

holds, where $v = 1$ if $u < \cos \pi \lambda$, and $u = 1$ if $v < \cos \pi \lambda$.

Observe that the equation $u^2 + v^2 - 2uv \cos \pi \lambda = \sin^2 \pi \lambda$ represents an ellipse in the $(u, v)$-plane, with $\{u = v\}$ and $\{u = -v\}$ being its axes of symmetry, inscribed into the square $\{-1 \leq u \leq 1, -1 \leq v \leq 1\}$. This ellipse is tangent to the lines $\{u = 1\}$ and $\{v = 1\}$ at the points $(1, \cos \pi \lambda)$ and $(\cos \pi \lambda, 1)$, respectively. For $1/2 < \lambda < 1$ both points of tangency are outside the square $Q = \{0 \leq u \leq 1, 0 \leq v \leq 1\}$, and the statement of Theorem 4.4 means that the point $(u, v)$ lies in the square $Q$, but not in the interior of the ellipse. For $0 < \lambda \leq 1/2$ the statement of Theorem 4.4 means that the point $(u, v)$ either lies on one of the lines $\{u = 1\}$ and $\{v = 1\}$, or in the piece of the square $Q$ near the vertex $(1, 1)$, which is cut off the square by the arc of the ellipse joining the points $(1, \cos \pi \lambda)$ and $(\cos \pi \lambda, 1)$ (Figure 4, (a) shows the case $0 \leq \lambda < 1/2$, Figure 4, (b) shows the case $1/2 \leq \lambda < 1$ In both cases the set of possible values of $(u, v)$ is shaded.)

For $\lambda = 0$ the ellipse degenerates into a line segment joining the points $(-1, -1)$ and $(1, 1)$, and the statement of Theorem 4.4 means that the point $(u, v)$ lies on one of the lines $\{u = 1\}$ and $\{v = 1\}$. This last result was obtained earlier (see the corollary of Theorem 3.1).
PROOF. Proving Theorem 4.4 we may assume without loss of generality that $a = 0$, $b = \infty$, $f(0) = 1$. As in the proof of Theorem 4.3 we consider two cases: (a) $\lambda < \rho$, (b) $\lambda = \rho$.

CASE (a) Arguing in the same way as in the proof of Theorem 4.3 we arrive at the inequality (4.27). If there is a sequence of pairs $(r, R)$ satisfying the conditions (4.25) and (4.28), then (4.28') implies $\delta(\infty, f) \leq 2K_1\varepsilon^{1-\sigma}$, and, since $\varepsilon$ can be chosen arbitrarily small, $\delta(\infty, f) = 0$, $v = 1 - \delta(\infty, f) = 1$. Similarly, if there is a sequence of pairs $(r, R)$ satisfying the conditions (4.25) and (4.29), then $\delta(0, f) = 0$, $u = 1$. It is clear that points of the form $(u, 1)$ and $(1, v)$ satisfy the conditions of Theorem 4.4.

If there is neither a sequence of pairs $(r, R)$ satisfying the conditions (4.25) and (4.28), nor a sequence of pairs satisfying the conditions (4.25) and (4.29), then, arguing in the same way as in the proof of Theorem 4.3, we arrive at the inequality (4.33).

Let $X$ and $Y$ be an arbitrary pair of numbers satisfying the conditions $X > u$, $Y > v$. Then there is $R_0 \geq 1$ such that for $t \geq R_0$ the inequalities $N\left(t, \frac{1}{f}\right) \leq XT(t, f)$, $N(t, f) \leq YT(t, f)$ hold. Taking into account (4.26) and (4.33) we get

$$T(r, f) \leq XT(r, f) \int_{R_0}^{R} \left(\frac{1}{r}\right)^\sigma K(t, r, \beta)dt$$

$$+ YT(r, f) \int_{R_0}^{R} \left(\frac{1}{r}\right)^\sigma K(t, r, \pi - \beta)dt + \frac{N(R_0; 0, \infty)rR_0}{\pi(r - R_0)^2} + (2K_1 + 32)\varepsilon^{1-\sigma}T(r, f),$$

where $r$ and $R$ satisfy the condition (4.25).

Hence, using (4.37) and (4.7'), we have

$$1 \leq X\frac{\sin(\pi - \beta)\sigma}{\sin \pi \sigma} + Y\frac{\sin \beta \sigma}{\sin \pi \sigma} + (2K_1 + 32)\varepsilon^{1-\sigma} + \frac{N(R_0; 0, \infty)rR_0}{\pi(r - R_0)^2 T(r, f)}.$$ 

Since

$$X \sin(\pi - \beta)\sigma + Y \sin \beta \sigma = (Y - X \cos \pi \sigma) \sin \beta \sigma + (X \sin \pi \sigma) \cos \beta \sigma \leq \{(Y - X \cos \pi \sigma)^2 + (X \sin \pi \sigma)^2\}^{1/2} = \{X^2 + Y^2 - 2XY \cos \pi \sigma\}^{1/2},$$

the inequality (4.46) implies

$$1 \leq \frac{1}{\sin \pi \sigma} \left\{X^2 + Y^2 - 2XY \cos \pi \sigma\right\}^{1/2} + (2K_1 + 32)\varepsilon^{1-\sigma} + \frac{N(R_0; 0, \infty)rR_0}{\pi(r - R_0)^2 T(r, f)}.$$ 

Letting $r$ tend to $\infty$ in this inequality, and then $\varepsilon$ tend to 0 and $\sigma$ to $\lambda$, we get

$$\sin^2 \pi \lambda \leq X^2 + Y^2 - 2XY \cos \pi \lambda.$$ 

Since $X$ and $Y$ are arbitrary numbers satisfying the inequalities $X > u$ and $Y > v$, the inequality (4.45) is proved.

The fact that $v = 1$ for $u < \cos \pi \lambda$ and that $u = 1$ for $v < \cos \pi \lambda$ follows immediately from the corollary of Theorem 3.1.

The case (b) can be treated in the same way as the case (b) in Theorem 4.3, we leave the details to the reader. $\square$
It turns out that Theorem 4.4 cannot be made more precise, that is, for each pair
$u, v$ of numbers, $0 \leq u, v \leq 1$, satisfying the conditions described in the statement
of the theorem, there exists a meromorphic function $f(z)$ of lower order $\lambda$ such that
$\delta(a, f) = 1 - u$, $\delta(b, f) = 1 - v$. We do not prove this result in the general case,
referring to the paper [EF60]. We give only the following example.

**Example.** Let numbers $\rho$ and $\lambda$, $0 < \lambda \leq \rho < 1$, and $u$ and $v$, $0 \leq u, v \leq 1$,$\quad u^2 + v^2 - 2uv \cos \pi \lambda = \sin^2 \pi \lambda$ be given. If $\lambda < 1/2$, we assume in addition that
$u, v \geq \cos \pi \lambda$. We shall find a meromorphic function $f(z)$ of order $\rho$ and lower order $\lambda$,
such that

\begin{equation}
\delta(0, f) = 1 - u, \quad \delta(\infty, f) = 1 - v.
\end{equation}

In the case $u \geq v$, the function $f_{uv}(z)$ considered in Example 1 from Section 3
has these properties. In fact, by (3.40) we have

$$1 - \delta(\infty, f_{uv}) = \frac{v}{I(u, v, \lambda) + v}.$$ 

But for $u$ and $v$ satisfying the conditions described above the equality

\begin{equation}
I(u, v, \lambda) = \frac{1}{\sin \pi \lambda} \{u^2 + v^2 - 2uv \cos \pi \lambda\}^{1/2} - v = 1 - v
\end{equation}

holds, therefore $\delta(\infty, f_{uv}) = 1 - v$. Next, since

$$N\left(r, \frac{1}{f_{uv}}\right) = N(r, 0, f(z, u)) = \frac{u}{l(r)} r^{l(r)} + o(r^{l(r)}),$$

using (3.38) and (4.48) we get

$$1 - \delta(0, f_{uv}) = \limsup_{r \to \infty} \frac{N\left(r, \frac{1}{f_{uv}}\right)}{I(r, f_{uv})} = \limsup_{r \to \infty} \frac{u}{I(u, v, l(r)) + v} = \frac{u}{I(u, v, \lambda) + v} = u$$

and, hence $\delta(0, f_{uv}) = 1 - u$.

If $v \leq u$, then $1/f_{uv}(z)$ is a desired function.

If instead of the just considered restriction on $u$ and $v$, we require $u = 1$,$\quad 0 \leq v < \cos \pi \lambda$, then the function $f_{uv}(z)$ also satisfies (4.47). It follows from the
relation (3.40′) and the equality $\delta(0, f_{uv}) = 0$, which is true by the corollary of
Theorem 3.1. If $0 \leq u < \cos \pi \lambda$, $v = 1$, then $1/f_{uv}(z)$ is a desired function.

Theorem 4.4 also implies the following result containing both the corollary of
Theorem 3.1 and the corollary of Lemma 3.4.

**Theorem 4.5.** Let $f(z)$ be a meromorphic function of lower order $\lambda \leq 1/2$. If
$\delta(a, f) \geq 1 - \cos \pi \lambda, 0 < \lambda \leq 1/2$, or $\delta(a, f) > 0$, $\lambda = 0$, then $a$ is the only deficient
value of the function $f(z)$.

By the corollary of Theorem 3.1 it is enough to consider the case $\delta(a, f) = 1 - \cos \pi \lambda, 0 < \lambda \leq 1/2$. Let $b \neq a$ and $u = 1 - \delta(a, f)$, $v = 1 - \delta(b, f)$. Then
$u = \cos \pi \lambda, 0 \leq v \leq 1$, and the inequality (4.45) implies $v \geq 1$. Therefore $v = 1$,$\quad \delta(b, f) = 0$, Q.E.D.
5. The growth of a meromorphic function with exceptional values

The presence of one, even Picard, exceptional value does not impose any restrictions onto the order and lower order of a meromorphic function. Let us show that for arbitrary $\lambda$ and $\rho$ satisfying $0 \leq \lambda \leq \rho \leq \infty$ there is an entire function of order $\rho$ and lower order $\lambda$.

**Example 1.** (The case $0 < \lambda \leq \rho < 1$.) Take a differentiable on $[1, \infty)$ function $l(r)$, such that

$$\liminf_{r \to \infty} l(r) = \lambda, \quad \limsup_{r \to \infty} l(r) = \rho.$$  

Let $f(z)$ be a canonical product of genus 0 with positive zeros, such that

$$n(r,0) \sim r^{l(r)}.$$  

By the formula (5.4) from Chapter 2 the function $f(z)$ has order $\rho$ and lower order $\lambda$.

**Example 2.** (The case $0 < \lambda \leq \rho < \infty$.) Let $n \geq 2\rho$ be a positive integer, $\lambda_1 = \lambda/n$, $\rho_1 = \rho/n$. Then $0 < \lambda_1 \leq \rho_1 \leq 1/2$. Let $f(z)$ be an entire function of order $\rho_1$ and lower order $\lambda_1$. The function $f(z^n)$ has order $\rho$ and lower order $\lambda$.

**Example 3.** (The case $\lambda = 0$, $0 < \rho < \infty$.) In Section 6 of Chapter 4 we proved (p. ???) that the entire function

$$g(z) = \prod_{k=1}^{\infty} \left\{ 1 - \left( \frac{z}{r_k^\rho} \right)^n_k \right\},$$

where $n_k$ are arbitrary positive integers, and $r_k$ are arbitrary positive integers satisfying the condition $r_{k+1} \geq 2r_k$, $r_1 > 1$, satisfy the relation

$$T(r,g) = N(r,0) + O(1).$$

Let $r_1 = e$, $r_{k+1} = e^{r_k}$, $n_k = [r_k^\rho]$. Then

$$n(r,0) = \sum_{r_k \leq r} [r_k^\rho] = O(r^\rho), \quad n(r_n,0) \sim r_n^\rho.$$  

Since $\rho[N(r,0)] = \rho[n(r,0)]$, the function $g(z)$ has order $\rho$. Next,

$$N(r_n,0) = \int_{e}^{r_n} \frac{n(t,0)}{t} dt \leq n(r_{n-1},0) \ln \frac{r_n}{e} \leq O(r_n^{\rho}) \ln \frac{r_n}{e} = O((\ln r_n)^{\rho+1}).$$

Hence the lower order of the function $g(z)$ is equal to 0.

**Example 4.** (The case $\lambda = 0$, $\rho = \infty$.) Consider somewhat more general case. Let $\varphi(r)$ and $\psi(r)$ be two arbitrary non-decreasing functions, such that $\psi(r) \geq \varphi(r) \geq 1$ and

$$\lim_{r \to \infty} \frac{\varphi(r)}{\ln r} = \infty.$$  

We construct an entire function $g(z)$ for which

$$\liminf_{r \to \infty} \frac{T(r,g)}{\varphi(r)} \leq 1, \quad \limsup_{r \to \infty} \frac{T(r,g)}{\psi(r)} \geq 1.$$  

(5.2)
Select a sequence \( \{r_k\} \) of positive numbers, such that \( r_1 > 1, r_{k+1} \geq 2r_k \),

\[
\sum_{k=1}^{n-1} [\psi(r_k e)] \ln \frac{r_n}{r_k} \leq \varphi(r_n).
\] (5.3)

This is possible since \( \ln r = o(\varphi(r)) \). Letting \( n_k = [\psi(r_k e)] \), consider the function (5.1). The relation (5.3) is equivalent to

\[ N(r_n, 0) \leq \varphi(r_n). \]

Besides, it is clear that

\[ N(er_n, 0) \geq n(r_n, 0) \geq [\psi(r_n e)]. \]

Therefore the function (5.1) satisfies the conditions (5.2).

EXAMPLE 5. (The case \( 0 < \lambda < \infty, \rho = \infty \).) Let \( g(z) \) be an entire function of order \( \infty \) and lower order \( 0 \), \( h_{\lambda}(z) \) be a canonical product with positive zeros, such that \( n(r, 0, h_{\lambda}) \sim r^\lambda \). Then \( \ln T(r, h_{\lambda}) \sim \lambda \ln r \), therefore the lower order of the function \( f(z) = g(z)h_{\lambda}(z) \) is equal to \( \lambda \), but the order of \( f(z) \) is infinite.

In the cases \( \lambda = \rho = 0, \lambda = \rho = \infty \) the corresponding examples are trivial.

If a function \( f(z) \) has two Picard exceptional values, then necessarily \( \rho[f] = \lambda[f] \), and it is either a positive integer or \( \infty \). This result follows from the next theorem.

**Theorem 5.1.** If a function \( f(z) \) is such that for some \( a \) and \( b \), \( a \neq b \), the inequality \( \rho[N(r; a, b)] < \rho[f] \) holds, then \( \rho[f] = \lambda[f] \), and it is either a positive integer or \( \infty \).

**Proof.** We may assume without loss of generality that \( a = 0, b = \infty, f(0) \neq 0, \infty \). Let \( \pi_1(z) \) be a canonical product, whose zeros and their multiplicities coincide with such of the function \( f(z) \), and \( \pi_2(z) \) be a canonical product, whose zeros and their multiplicities coincide with poles and their multiplicities of \( f(z) \). Then we have a representation

\[ f(z) = g(z) \frac{\pi_1(z)}{\pi_2(z)}, \]

where \( g(z) \) is an entire function without zeros. Since

\[ T(r, f) \leq T(r, g) + T\left(r, \frac{\pi_1}{\pi_2}\right), \]

\[ T(r, g) \leq T(r, f) + T\left(r, \frac{\pi_1}{\pi_2}\right), \]

and

\[ \rho\left[\frac{\pi_1}{\pi_2}\right] = \rho[N(r; 0, \infty)], \]

we have the inequalities

\[
\rho[f] \leq \max\{\rho[g], \rho[N(r; 0, \infty)]\} = \rho[g],
\]

\[ \lambda[g] \leq \max\{\lambda[f], \rho[N(r; 0, \infty)]\}. \] (5.4)
But $\rho[g] = \lambda[g]$, and is either an integer or $\infty$. In fact, if $\lambda[g] < \infty$, then by Lemma 6.2 from Chapter 1 we have $g(z) = e^{P(z)}$, where $P(z)$ is a polynomial, hence $\lambda[g] = \rho[g]$ and is equal to the degree of the polynomial $P(z)$.

Therefore (5.4) implies that $\rho[f] \leq \max\{\lambda[f], \rho[N(r; 0, \infty)]\} = \lambda[f]$, whence $\rho[f] = \lambda[f]$, and is either an integer or $\infty$. It remains to observe that $\rho[f] > 0$, because $\rho[f] > \rho[N(r; 0, \infty)]$. \hfill $\square$

However, presence of two Borel exceptional values does not imply, in general, the equality $\rho[f] = \lambda[f]$, although, in this case, by Theorem 1.1 from Chapter 4, the number $\rho[f]$ should be either a positive integer or $\infty$.

**Example 6.** We show that for each positive integer $\rho$ and each $\lambda$, $0 \leq \lambda \leq \rho$, there exists an entire function $g_{\lambda \rho}(z)$ of order $\rho$ and lower order $\lambda$, for which zero is a Borel exceptional value.

As $g_{01}(z)$ we take the function $f(z)$ from Example 4 of Section 2 (its lower order is equal to zero by Remark 2 to that example). In the case $0 < \lambda < 1$ we let

$$g_{\lambda 1}(z) = g_{01}(z)\omega_{\lambda}(z),$$

where

$$\omega_{\lambda}(z) = \prod_{n=1}^{\infty} \left(1 - \frac{z}{n^{1/\lambda}}\right).$$

Since $g_{01}(z) = f(z)$ is a function of maximal type of order 1, and the order of $\omega_{\lambda}(z)$ is equal to $\lambda < 1$, then $g_{\lambda 1}(z)$ is also of maximal type of order 1. Taking into account that $n(r, f) = O(r)$, we get $n(r, 0, g_{\lambda 1}) = O(r)$, and hence $0 \in E_B(g_{\lambda 1})$.

Since $\ln T(r, \omega_{\lambda}) \sim \lambda \ln r$, and the lower order of the function $g_{01}(z) = f(z)$ is equal to zero, the lower order of the function $g_{\lambda 1}(z)$ is equal to $\lambda$.

Let also $g_{11}(z) = e^z$. Thus, the function $g_{\lambda \rho}(z)$ is constructed for $\rho = 1$, $0 \leq \lambda \leq 1$. Let now $\rho$ be an arbitrary positive integer, $0 \leq \lambda \leq \rho$. Then, letting

$$g_{\lambda \rho}(z) = g_{\lambda 1}(z^\rho),$$

where $\mu = \lambda/\rho$,

we get, as is easy to see, a desired function.

If the function $f(z)$ has two deficient values, then by the Corollary of Theorem 3.1 necessarily $\lambda[f] > 0$. Let us show that for arbitrary $\lambda$ and $\rho$, $0 < \lambda \leq \rho < \infty$, there exists a meromorphic function $f(z)$ such that $\lambda[f] = \lambda$, $\rho[f] = \rho$, $\delta(0, f) = \delta(\infty, f) > 0$.

**Example 7.** First let $0 < \lambda \leq \rho \leq 1/2$. Letting $u = v = \cos \frac{\pi \lambda}{2}$ in Example 1 from Section 4, we get a function $f_{\lambda \rho}(z)$ of order $\rho$ and lower order $\lambda$ with $\delta(0, f_{\lambda \rho}) = \delta(\infty, f_{\lambda \rho}) = 1 - \cos \frac{\pi \lambda}{2}$. If $\lambda$ and $\rho$ are arbitrary numbers satisfying $0 < \lambda \leq \rho < \infty$, a desired function can be obtained by selecting a positive integer $n \geq 2\rho$ and letting

$$f_{\lambda \rho}(z) = f_{\lambda 1, \rho 1}(z^n),$$

where $\lambda_1 = \lambda/n$, $\rho_1 = \rho/n$.

It turns out that existence of two deficient values $a$ and $b$, $a \neq b$ with deficiencies $\delta(a, f)$ and $\delta(b, f)$ close to one, implies proximity of $\rho[f]$ and $\lambda[f]$ to some positive integer.

The possibility $\rho[f] = 0$ is excluded, since in this case $n(r; a, b) = O(1)$ implies that $f(z)$ is a rational function.
We may assume without loss of generality that \( a = 0, b = \infty \). By (4.2) the inequality
\[
\left\{ 1 - \delta(0, f) \right\} + \left\{ 1 - \delta(\infty, f) \right\} \geq \kappa(f)
\]
holds. We show that smallness of \( \kappa(f) \) implies the proximity of \( \rho[f] \) and \( \lambda[f] \) to some positive integer.

**Theorem 5.2.** Let \( f(z) \) be a meromorphic function of order \( \rho \leq \infty \) and lower order \( \lambda < \infty \), and \( p \) be an integer, defined by the condition
\[
p - \frac{1}{2} \leq \lambda < p + \frac{1}{2}.
\]
If
\[
\kappa(f) \leq \frac{\varepsilon}{1.1(p + 1)}, \quad \text{where} \quad 0 \leq \varepsilon < \frac{1}{2},
\]
then \( p \geq 1 \) and
\[
(5.5) \quad p - \varepsilon \leq \lambda \leq \rho \leq p + \varepsilon.
\]

**Proof.** By Theorem 4.1 the inequality
\[
\kappa(f) \geq \max_{\lambda \leq x \leq \rho} \nu(x)
\]
holds, therefore we have
\[
(5.6) \quad \max_{\lambda \leq x \leq \rho} \nu(x) \leq \frac{\varepsilon}{1.1(p + 1)}.
\]

Since \( p \geq 0 \), the right-hand side of this inequality is less than one. But \( \nu(x) = 1 \) for \( 0 \leq x \leq 1/2 \), therefore (5.6) implies that \( \lambda > 1/2 \) and \( p \geq 1 \).

Next, since
\[
\nu(x) \geq \frac{|\sin \pi x|}{2.2x + 0.5|\sin \pi x|},
\]
by (5.6) we get that the inequality
\[
\frac{|\sin \pi x|}{2.2x + 0.5|\sin \pi x|} \leq \frac{\varepsilon}{1.1(p + 1)}
\]
should hold for all \( x, \lambda \leq x \leq \rho \). But it does not hold for \( x = p + 1/2 \), therefore \( \rho < p + 1/2 \). Since for \( |x - p| < 1/2 \) the inequality \( |\sin \pi x| \geq 2|x - p| \) holds, we come to the conclusion that for all \( x, \lambda \leq x \leq \rho \) the inequality
\[
\frac{2|x - p|}{2.2x + |x - p|} \leq \frac{\varepsilon}{1.1(p + 1)}
\]
should hold, a fortiori the inequality
\[
\frac{2|x - p|}{2.2 \left( p + \frac{1}{2} \right) + \frac{1}{2}} \leq \frac{\varepsilon}{1.1(p + 1)}
\]
should hold. Therefore for all \( x, \lambda \leq x \leq \rho \), the inequality \( |x - p| \leq \varepsilon \) holds. From here we get (5.5). \( \Box \)
Theorem 5.2 and the corollary of Theorem 6.5 from Chapter 4 immediately imply

**Corollary.** Let \( f(z) \) be a meromorphic function of finite lower order \( \lambda \). If

\[
\kappa(f) < \frac{1}{2.2 \left( \lambda + \frac{3}{2} \right)},
\]

then the deficiencies of the function \( f(z) \) are shift-invariant, that is deficiencies of \( f(z + h) \) are independent of \( h \).

We mention also the following theorem which can be proved with the help of Theorem 5.2.

**Theorem 5.3.** Let \( f(z) \) be a meromorphic function of order \( \rho < \infty \) and lower order \( \lambda \), and \( p \) is an integer defined by the condition

\[
p - \frac{1}{2} \leq \lambda < p + \frac{1}{2},
\]

If

\[
\sum_{a \neq \infty} \delta(a, f) \geq 1 - \gamma, \quad \delta(\infty, f) \geq 1 - \gamma,
\]

where

\[
\gamma = \frac{\epsilon}{5(p + 1)}, \quad 0 \leq \epsilon < \frac{1}{2},
\]

then \( p \geq 1 \) and

\[
p - \epsilon \leq \lambda \leq \rho \leq p + \epsilon.
\]

**Corollary 1.** Under the conditions of Theorem 5.3 all deficiencies are shift-invariant.

**Corollary 2.** If \( f(z) \) is an entire function of finite order and

\[
\sum_{a \neq \infty} \delta(a, f) = 1,
\]

then \( \rho[f] = \lambda[f] \) is a positive integer and all deficiencies are shift-invariant.

To prove Theorem 5.3 we need the following lemma.

**Lemma 5.1.** Let \( f(z) \) be a meromorphic function of finite order and let the conditions (5.7), where \( 0 \leq \gamma < 1 \), be satisfied. Then

\[
\liminf_{r \to \infty} \frac{T(r, f')} {T(r, f)} \geq 1 - \gamma, \quad \limsup_{r \to \infty} \frac{T(r, f')} {T(r, f)} \leq 1 + \gamma
\]

and

\[
\kappa(f') \leq \frac{4\gamma}{1 - \gamma^2}.
\]
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PROOF. We have

\[ T(r, f') = m(r, f') + N(r, f') \leq m(r, f) + m\left(\frac{r, f'}{f}\right) \]

\[ + 2N(r, f) = T(r, f) + N(r, f) + m\left(\frac{r, f'}{f}\right) \]

\[ \leq T(r, f) + (1 - \delta(\infty, f) + o(1))T(r, f) + O(\ln r) \]

(we used Theorem 1.3 from Chapter 3). The function \( f(z) \) is transcendental since a rational function cannot have more than one deficient value. Therefore \( \ln r = o(T(r, f)) \), and we get

\[ \limsup_{r \to \infty} \frac{T(r, f')}{T(r, f)} \leq 2 - \delta(\infty, f) \leq 1 + \gamma, \]

that is, the right-hand side inequality in (5.9) is proved.

To prove the left-hand side inequality in (5.9) we use the inequality (2.5) from Chapter 3. Adding \( N\left(r, \frac{1}{f'}\right) \) to both sides of the latter, we get

(5.11) \[ T(r, f') \geq N\left(r, \frac{1}{f'}\right) + \sum_{\nu=1}^{q} m(r, a_{\nu}, f) + O(\ln r), \]

where \( \{a_1, \ldots, a_q\} \) is an arbitrary finite collection of (finite) complex numbers. We shall take for \( a_1, \ldots, a_q \) finite deficient values of the function \( f(z) \). From (5.11) we get

\[ \liminf_{r \to \infty} \frac{T(r, f')}{T(r, f)} \geq \liminf_{r \to \infty} \frac{N\left(r, \frac{1}{f'}\right)}{T(r, f)} + \sum_{\nu=1}^{q} \liminf_{r \to \infty} \frac{m(r, a_{\nu}, f)}{T(r, f)} \geq \sum_{\nu=1}^{q} \delta(a_{\nu}, f). \]

Since \( q \) is an arbitrary positive integer, we get from here the left-hand side inequality from (5.9).

Now we prove the inequality (5.10). We have

\[ \limsup_{r \to \infty} \frac{N(r, f')}{T(r, f')} \leq \limsup_{r \to \infty} \frac{2N(r, f)}{T(r, f')} \]

\[ \leq \limsup_{r \to \infty} \frac{2N(r, f)}{T(r, f)} \limsup_{r \to \infty} \frac{T(r, f)}{T(r, f')} \leq 2(1 - \delta(\infty, f)) \frac{1}{1 - \gamma} \leq \frac{2}{1 - \gamma}. \]

Next, the inequality (5.11) implies

\[ \limsup_{r \to \infty} \frac{N\left(r, \frac{1}{f'}\right)}{T(r, f')} \leq 1 - \liminf_{r \to \infty} \frac{1}{T(r, f')} \sum_{\nu=1}^{q} m(r, a_{\nu}, f) \]

\[ \leq 1 - \left\{ \liminf_{r \to \infty} \frac{T(r, f)}{T(r, f')} \right\} \liminf_{r \to \infty} \sum_{\nu=1}^{q} \frac{m(r, a_{\nu}, f)}{T(r, f)} \]

\[ \leq 1 - \left\{ \liminf_{r \to \infty} \frac{T(r, f)}{T(r, f')} \right\} \sum_{\nu=1}^{q} \delta(a_{\nu}, f). \]
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Since \( q \) can be chosen arbitrarily, we get

\[
\limsup_{r \to \infty} \frac{N(r, f')}{T(r, f')} \leq 1 - \left( \liminf_{r \to \infty} \frac{T(r, f)}{T(r, f')} \right) \sum_{a \neq \infty} \delta(a, f)
\]

\[
\leq 1 - \frac{1}{1 + \gamma}(1 - \gamma) = \frac{2\gamma}{1 + \gamma}.
\]

Thus

\[
\kappa(f') = \limsup_{r \to \infty} \frac{N(r, f') + N(r, f)}{T(r, f')} \leq \frac{2\gamma}{1 + \gamma} + \frac{2\gamma}{1 - \gamma} = \frac{4\gamma}{1 + \gamma^2}.
\]

\[\square\]

**Proof.** Now let \( f(z) \) be a function satisfying the conditions of Theorem 5.3. Then by (5.9) we get \( \ln T(r, f') \sim \ln T(r, f) \) and hence, \( \lambda[f'] = \lambda[f] = \lambda, \rho[f'] = \rho[f] = \rho \). By (5.10) and (5.8) we have \( \kappa(f') \leq \varepsilon \), therefore Theorem 5.2 is applicable to \( f'(z) \), and we conclude that \( p \geq 1, p - \varepsilon \leq \lambda \leq \rho \leq p + \varepsilon \). \( \square \)

**Remark 1.** It is not known whether the condition \( \rho < \infty \) in Theorem 5.3 is essential.

**Remark 2.** Performing a linear-fractional transformation on the function \( f(z) \), we see that the condition (5.7) in Theorem 5.3 can be replaced by the condition

\[
\sum_{a \neq b} \delta(a, f) \geq 1 - \gamma, \delta(b, f) \geq 1 - \gamma,
\]

where \( b \) is an arbitrary number from the extended complex plane.

In connection with Theorem 5.3 the question arises: whether the proximity of the sum of all deficiencies \( \sum \delta(a, f) \) to 2 implies the proximity of \( \rho[f] \) and \( \lambda[f] \) to a positive integer. It turns out that this question has a negative answer.

**Example 8.** For each integer \( q \geq 3 \) there exists a meromorphic function \( f(z) \) such that\(^{12}\)

\[
\sum_{a} \delta(a, f) = 2, \rho[f] = \frac{q}{2},
\]

Let

\[
I_n(z) = \sum_{k=0}^{\infty} \frac{(\frac{1}{2}z)^{n+2k}}{k!T(n + k + 1)}, |\arg z| < \pi,
\]

be the Bessel function with purely imaginary argument. We assume that the parameter \( n \) is real and \( |n| < 1/2 \). Then for each \( \varepsilon, 0 < \varepsilon < \pi/2 \), the following asymptotic formulas hold uniformly with respect to \( \arg z \) in the region \( \{|\arg z| < \frac{\pi}{2} - \varepsilon\} \) (see [WW96, 17-7]).

\[
I_n(z) \sim \frac{e^z}{(2\pi z)^{1/2}}, z \to \infty,
\]

\(^{11}\)Toda was able to remove this condition.

\(^{12}\)Other examples of functions with such properties will be given in Section 5 of Chapter VII.
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(5.13) \[ I_n(z) - I_n(z) \sim 2 \sin n\pi \frac{e^{-z}}{(2\pi z)^{1/2}}, \ z \to \infty. \]

For given integer \( q \geq 3 \) let
\[
w_1(z) = z^{1/2} I_{1/q}(2z^{q/2}), \quad w_2(z) = z^{1/2} I_{-1/q}(2z^{q/2}).
\]

Since
\[
w_1(z) = z \sum_{k=0}^{\infty} \frac{\zeta^k}{k!} \left( \frac{1}{q} + k + 1 \right), \quad w_2(z) = z \sum_{k=0}^{\infty} \frac{\zeta^k}{k!} \left( \frac{-1}{q} + k + 1 \right),
\]
the functions \( w_1(z) \) and \( w_2(z) \) are entire. By (5.12) and (5.13) for each \( \varepsilon, 0 < \varepsilon < \pi/q \) the asymptotic formulas
\[
w_1(z) \sim z^{1/2} \frac{e^{2\pi q/2}}{(4\pi z^{q/2})^{1/2}}, \quad w_2(z) \sim z^{1/2} \frac{e^{-2\pi q/2}}{(4\pi z^{q/2})^{1/2}},
\]
(5.15)

(5.15') \[ w_2(z) - w_1(z) \sim z^{1/2} 2 \sin \frac{\pi}{q} \frac{e^{-2\pi q/2}}{(4\pi z^{q/2})^{1/2}}, \ z \to \infty \]
hold uniformly in \( \arg z \) in the region \( \{ |\arg z| < \frac{\pi}{q} - \varepsilon \} \). We need the relations
\[
T(r, w_l) = \frac{4r^{q/2}}{\pi} + o(r^{q/2}), \quad l = 1, 2,
\]
(5.16)

\[ m \left( r, \frac{w_1}{w_2} \right) = o(r^{q/2}), \]
\[ m \left( r, \frac{w_2}{w_1 - w_2} \right) \geq \frac{8r^{q/2}}{q\pi} + o(r^{q/2}). \]

To prove these relations observe that (5.15) and (5.15') imply that for each \( \varepsilon, 0 < \varepsilon < \frac{\pi}{q} \), uniformly in \( \varphi, |\varphi| < \frac{\pi}{q} - \varepsilon \), the relations
\[
\ln |w_l(re^{i\varphi})| = 2r^{q/2} \cos \frac{q}{2} \varphi + O(\ln r), \quad l = 1, 2,
\]
(5.17)

\[ \ln \left| \frac{w_2(re^{i\varphi})}{w_1(re^{i\varphi}) - w_2(re^{i\varphi})} \right| = 4r^{q/2} \cos \frac{q}{2} \varphi + O(\ln r) \]
hold. From (5.14) we see that \( M(r, w_l) = w_l(r), \ l = 1, 2, 0 \leq r < \infty \), and hence \( T(r, w_l) \leq \ln^+ M(r, w_l) = 2r^{q/2} + O(\ln r) \). By (5.14) we have also
\[
w_1(\omega z) = \omega w_1(z), \quad w_2(\omega z) = w_2(z),
\]
where \( \omega = \exp\{2\pi i/q\} \), therefore
\[
T(r, w_l) = m(r, w_l) = \frac{q}{2\pi} \int_{-\pi/q}^{\pi/q} \ln^+ |w_l(re^{i\varphi})| d\varphi,
\]
(5.18)

\[ m \left( r, \frac{w_1}{w_2} \right) = \frac{q}{2\pi} \int_{-\pi/q}^{\pi/q} \ln^+ \left| \frac{w_1(re^{i\varphi})}{w_2(re^{i\varphi})} \right| d\varphi. \]
The inequalities (5.19) and (5.20) imply that

\[(5.20)\]

Next, (5.19)

We show that \(\rho[f] = q/2, \delta(\omega^k, f) = 2/q (k = 0, 1, \ldots, q - 1)\). This indicates that \(f(z)\) is a desired example.

We have

\[
T(r, f) = N(r, f) + m(r, f) \leq N \left( r, \frac{1}{w_2} \right) + m \left( r, \frac{w_1}{w_2} \right)
\]

\[
\leq T(r, w_2) + o(r^{q/2}) \quad \text{or} \quad \frac{4r^{q/2}}{\pi} + o(r^{q/2}).
\]

Next,

\[
(5.20)
\]

The inequalities (5.19) and (5.20) imply that \(\rho[f] = q/2, \delta(1, f) \geq 2/q\).

By (5.18) we have \(f(\omega^{-k}z) = \omega^{-k}f(z), k = 0, 1, \ldots, q - 1\). As it was observed at the end of Section 1 of Chapter 4 (p. ???) deficiencies of the functions \(f(z)\) and \(f(az), a \neq 0\) coincide. Therefore \(\delta(1, f(z)) = \delta(1, f(\omega^{-k}z)) = \delta(1, \omega^{-k}f(z))\). But, obviously, \(\delta(1, af(z)) = \delta(a^{-1}, f(z)), a \neq 0\), and hence

\[
(5.21)
\]

Since \(\sum_{k=0}^{q-1} \delta(\omega^k, f) = q \delta(1, f) \leq 2\), there is an equality in (5.21), Q.E.D.

Another question arising in connection with Theorem 5.3 is the following. What can be said about the connection between \(\rho[f]\) and \(\lambda[f]\) in the case when \(f(z)\) has at least two deficient values with one of the deficiencies close to one? The answer to this question is unknown. It is possible that such relation does not exist at all and all values of \(\rho[f]\) and \(\lambda[f]\) satisfying the condition \(1/2 \leq \lambda[f] \leq \rho[f] \leq \infty\) are admissible. The last sentence is supported by following example.

**Example 9.** There exists an entire function \(f(z)\) of order \(\rho\) and lower order \(\lambda, 1/2 < \lambda < \rho < \infty\), such that \(\delta(0, f) > 0\).
Note that the restriction $\lambda > 1/2$ cannot be dropped (see Corollary 1 from Theorem 1.3 and Theorem 4.5). It is an open problem whether the condition $\rho < \infty$ can be dropped.  

Let $\alpha$ be a given number satisfying $1/2 < \alpha < \min(1, \lambda)$, and $n$ be a positive integer satisfying $n > \rho$. Suppose that there exists an entire function $g(z)$ having the following properties:

(a) The function $g(z)$ can be represented by a power series of the form

$$g(z) = 1 + c_n z^n + c_{n+1} z^{n+1} + \ldots$$

with real coefficients and $c_n < 0$;

(b) $|g(x)| < 1$ for $0 < x < \infty$;

(c) There exists $\eta$, $0 < \eta < \frac{x}{2} \csc \alpha$, such that for $r > R_0(\eta)$, $0 \leq \varphi \leq 2\pi$, the inequality

$$\ln |g(re^{i\varphi})| < r^\alpha \left\{ \eta + \frac{\pi \cos \alpha (\varphi - \pi)}{\sin \pi \alpha} \right\}$$

holds.

We postpone the proof of existence of such function $g(z)$ because we do not want to interrupt the principal argument.

Let $r_k$ be a sequence satisfying $1 < r_1 \leq r_2 \leq r_3 \leq \ldots$, $r_k \to \infty$ as $k \to \infty$, and such that

$$\sum_{k=1}^{\infty} r_k^{-n} < \infty. \tag{5.24}$$

By Theorem 3.2 from Chapter 2 the absolutely convergent infinite product

$$f(z) = \prod_{k=1}^{\infty} g \left( \frac{z}{r_k} \right)$$

represents an entire function. Denote by $\nu(r)$ the number of points $r_k$ on the segment $[0, r]$. Since (5.23) implies that $\ln M(r, g) = O(r^\alpha)$, by Theorem 3.3 from Chapter 2 we get

$$\ln M(r, f) < C \int_0^{\infty} \frac{\nu(r\tau)}{\tau^{1+\alpha}} \frac{d\tau}{1 + \tau^{n-\alpha}}, \quad 0 < r < \infty, \tag{5.25}$$

where $C$ is a positive constant depending on $g(z)$ only.

The representation (5.22) implies that

$$\ln |g(re^{i\varphi})| = c_n r^n \cos n\varphi + O(r^{n+1})$$

as $r \to \infty$, whence there exist $R_1$, $0 < R_1 < R_0$, and $\varphi_1$, $0 < \varphi_1 < \frac{\pi}{2n}$, such that for all $r \in [0, R_1]$ and $|\varphi| \leq \varphi_1$ the inequality

$$\ln |g(re^{i\varphi})| \leq -C_1 r^n \tag{5.26}$$

holds (we use the notation $C_j$ for positive constants depending on $g(z)$ only). The inequality (5.23) implies the existence of $R_2 > R_0$ and $\varphi_2$, $0 < \varphi_2 < \pi \left( 1 - \frac{1}{2\alpha} \right)$.

---

such that for all $r > R_2$ and $|\varphi| \leq \varphi_2$ the inequality
\[(5.27) \quad \ln |g(re^{i\varphi})| \leq -C_2 r^\alpha \]
holds. If $x \in [R_1, R_2]$, by the condition (b) we have $\ln |g(x)| < 0$. Since the function $|g(re^{i\varphi})|$ is uniformly continuous for $r \in [R_1, R_2]$, $\varphi \in [-\pi, \pi]$, there exists $\varphi_3$, $0 < \varphi_3 < \pi$, such that for all $r \in [R_1, R_2]$ and $|\varphi| \leq \varphi_3$ the estimate
\[(5.28) \quad \ln |g(re^{i\varphi})| \leq -C_3 \]
holds. Combining (5.26), (5.27), and (5.28) we get that for all $r, 0 \leq r < \infty$, and $\varphi, |\varphi| \leq \varphi_0 = \min(\varphi_1, \varphi_2, \varphi_3)$, the inequality
\[
\ln |g(re^{i\varphi})| \leq -C_4 \Psi(r), \quad \Psi(r) = \frac{r^n}{1 + r^{n-\alpha}}
\]
holds. Hence, for $|\varphi| \leq \varphi_0$, we have
\[
\ln |f(re^{i\varphi})| \leq -C_4 \sum_{k=1}^{\infty} \Psi \left( \frac{r}{r_k} \right) = -C_4 \Phi(r)
\]
and
\[
m(r, 0, f) \geq \frac{1}{2\pi} \int_{-\varphi_0}^{\varphi_0} \ln \left| f(re^{i\varphi}) \right| d\varphi \geq \frac{\varphi_0}{\pi} C_4 \Phi(r).
\]
Taking into account the following estimate of $\Phi(r)$ from below:
\[
\Phi(r) \geq C_5 \int_{0}^{\infty} \frac{\nu(r\tau)}{\tau^{1+\alpha}} \frac{d\tau}{1 + \tau^{n-\alpha}}, \quad 0 < r < \infty
\]
(the estimate was obtained in the proof of Theorem 3.3 from Chapter 2), we get
\[(5.29) \quad m(r, 0, f) \geq C_6 \int_{0}^{\infty} \frac{\nu(r\tau)}{\tau^{1+\alpha}} \frac{d\tau}{1 + \tau^{n-\alpha}}, \quad 0 < r < \infty.
\]
Comparing (5.25) and (5.29) we find that
\[
\delta(0, f) \geq \liminf_{r \to \infty} \frac{m(r, 0, f)}{\ln M(r, f)} \geq \frac{C_6}{C} > 0.
\]
Thus, for each sequence $\{r_k\}$ satisfying the condition (5.24) we have $0 \in E_N(f)$.

Now we show that the sequence $\{r_k\}$ can be chosen in such a way that the function $f(z)$ has prescribed order $\rho$ and lower order $\lambda$. Observe that (5.25) and (5.29) imply
\[
CQ(r) \geq T(r, f) \geq C_6 Q(r), \quad Q(r) = \int_{0}^{\infty} \frac{\nu(r\tau)}{\tau^{1+\alpha}} \frac{d\tau}{1 + \tau^{n-\alpha}},
\]
therefore the order and the lower order of the functions $T(r, f)$ and $Q(r)$ coincide.

If $\rho = \lambda$, we choose the sequence $\{r_k\}$ in such a way that $\nu(r) = [r^\rho]$ for $r \geq 2^{1/\rho} = r_0$ and $\nu(r) = 0$ for $0 \leq r < r_0$. Then for all $r \geq r_0$ we have
\[
\frac{1}{2} r^\rho \leq \nu(r) \leq r^\rho
\]
and
\[
\frac{1}{2} r^\rho I(\rho) - \frac{1}{2} r^\rho \int_{0}^{r_0/r} \frac{\tau^{\rho-\alpha-1}}{1 + \tau^{n-\alpha}} d\tau \leq Q(r) \leq r^\rho I(\rho),
\]
where
\[
I(\rho) = \int_{0}^{\infty} \frac{\tau^{\rho-\alpha-1}}{1 + \tau^{n-\alpha}} < \infty,
\]
and, hence, the order and lower order of the function $f(z)$ are equal to $\rho$. Though, in the case $\rho = \lambda$ there exist easier ways to construct an example (see Exercise 1 from Section 1, Chapter 4).

Now let $\lambda < \rho$. We choose a number $q_1 > 1$, such that $r^\rho \leq \frac{1}{2} r^\rho + 1 \geq r^\lambda$ for $r \geq q_1$. We define sequences $q_k, p_k, p'_k, s_k, t_k$, $k = 1, 2, \ldots$, by the following recursions: $p_k = \exp q_k$, $p'_k = \frac{p_k}{\lambda}$, $q_{k+1} = \exp p'_k$, $s_k = \exp q_k$, $t_k = \exp p'_k$, $k = 1, 2, \ldots$. It is clear that these sequences tend to $\infty$. We select a sequence $r_k$ in such a way that

$$\nu(r) = \begin{cases} 
0 & \text{for } 0 \leq r < q_1, r^\rho > r^\lambda \\
\lfloor p'_k \rfloor & \text{for } q_k \leq r \leq p_k, r^\lambda > r^\rho \\
\lfloor p_k \rfloor & \text{for } p'_k \leq r < q_{k+1}, p_k > p'_k \\
\lceil p'_k \rceil & \text{for } p_k \leq r \leq p'_k.
\end{cases}$$

Then for all $r \geq q_1$ we have $\frac{1}{2} r^\lambda \leq \nu(r) \leq r^\rho$. Since $\rho < n$, the condition (5.24) is satisfied. It is easy to see that

$$\frac{1}{2} I(\lambda) r^\lambda + o(r^\lambda) = \frac{1}{2} I(\lambda) r^\lambda - \frac{1}{2} r^\lambda \int_0^{q_1/r} \frac{r^{\lambda-\alpha-1}}{\tau^{\alpha} + 1} d\tau \leq Q(r) \leq I(\rho) r^\rho.$$  

Hence

$$(5.30) \quad \lambda \leq \liminf_{r \to \infty} \frac{\ln Q(r)}{\ln r} \leq \limsup_{r \to \infty} \frac{\ln Q(r)}{\ln r} \leq \rho.$$  

On the other hand

$$Q(s_k) = \int_0^\infty \frac{\nu(\tau s_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} \geq \int_{q_k/s_k}^{p_k/s_k} \frac{\nu(\tau s_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} \geq \frac{1}{2} s_k^\rho \int_{q_k/\exp q_k}^{p_k/\ln q_k} \frac{\tau^{\rho-\alpha-1} d\tau}{\tau^{\alpha} + 1} = \frac{1}{2} s_k^\rho \{I(\rho) + o(1)\}.$$  

Therefore

$$\limsup_{r \to \infty} \frac{\ln Q(r)}{\ln r} \geq \limsup_{k \to \infty} \frac{\ln Q(s_k)}{\ln s_k} \geq \rho,$$

together with (5.30) this shows that the order of the function $Q(r)$ is equal to $\rho$. Next,

$$Q(t_k) = \left\{ \begin{array}{l}
\int_{p'_k/t_k}^{q_k+1/t_k} \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} + \int_{q_k+1/t_k}^\infty \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} + \int_0^{p'_k/t_k} \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} \end{array} \right\}.$$  

We estimate from above each of the three integrals:

$$\int_{p'_k/t_k}^{q_k+1/t_k} \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} \leq t_k \int_{p'_k/t_k}^{q_k+1/t_k} \frac{\tau^{\lambda-\alpha-1} d\tau}{\tau^{\alpha} + 1} \leq t_k^2 I(\lambda),$$  

$$\int_{q_k+1/t_k}^\infty \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} \leq t_k^\rho \int_{q_k+1/t_k}^\infty \frac{\tau^{\rho-\alpha-1} d\tau}{\tau^{\alpha} + 1} \leq t_k^\rho \int_{q_k+1/t_k}^\infty \frac{\tau^{\rho-\alpha-1} d\tau}{\tau^{\alpha} + 1} = \frac{t_k^\rho}{n-\rho} \frac{t_k^n}{t_k^n} = \frac{1}{n-\rho} (\exp t_k)^{n-\rho} = o(1),$$  

$$\int_0^{p'_k/t_k} \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} \leq t_k^{\rho+1} \frac{t_k^{n-\rho}}{n-\rho} \frac{t_k^n}{t_k^n} = o(1),$$  

$$\int_{q_k+1/t_k}^\infty \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} = \int_{q_k+1/t_k}^\infty \frac{\tau^{\rho-\alpha-1} d\tau}{\tau^{\alpha} + 1} = \frac{t_k^\rho}{n-\rho} \frac{t_k^n}{t_k^n} = o(1),$$  

$$\int_0^{p'_k/t_k} \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{\alpha} + 1)} \leq t_k^{\rho+1} \frac{t_k^{n-\rho}}{n-\rho} \frac{t_k^n}{t_k^n} = o(1).$$  


\[ \int_0^{p_k/t_k} \frac{\nu(\tau t_k) d\tau}{\tau^{1+\alpha}(\tau^{n-\alpha} + 1)} \leq t_k^\alpha \int_0^{p_k/t_k} \frac{\tau^{\rho-\alpha-1} d\tau}{\tau^{\rho-\alpha} + 1} \leq t_k^\alpha \int_0^{\ln t_k/t_k} \frac{\ln t_k}{t_k} \left( \frac{\ln t_k}{t_k} \right)^{\rho-\alpha} = \frac{t_k^\alpha}{\rho-\alpha} (\ln t_k)^{\rho-\alpha} = o(t_k^\alpha). \]

Joining these estimates, we get
\[ Q(t_k) \leq t_k^\alpha I(\lambda) + o(t_k^\alpha), \]
therefore
\[ \liminf_{r \to \infty} \frac{\ln Q(r)}{\ln r} \leq \liminf_{k \to \infty} \frac{\ln Q(t_k)}{\ln t_k} \leq \lambda. \]

Together with (5.30) this shows that the lower order of \( Q(r) \) is equal to \( \lambda \). As was mentioned above this proves that the order and the lower order of the function \( f(z) \) are equal to \( \rho \) and \( \lambda \), respectively.

It remains to show that there exists a function \( g(z) \) having the properties (a), (b), and (c). Take
\[ V(z) = \prod_{k=1}^{\infty} \left( 1 - \frac{z}{k^{1/\alpha}} \right). \]
The formula (5.32) from Chapter 2 implies that the entire function
\[ (5.31) \quad g(z) = R(z)V(z), \]
where \( R(z) \) is an arbitrary rational function, all poles of which are zeros of \( V(z) \), satisfies the condition (c). We show that the function \( R(z) \) can be selected in such a way that the function (5.31) satisfies also the conditions (a) and (b).

Let \( p \) be a positive integer, \( p > 2n \); the choice of \( p \) will be specified later. Let
\[ V_p(z) = \prod_{k=p+1}^{\infty} \left( 1 - \frac{z}{k^{1/\alpha}} \right), \quad v_p(z) = \prod_{k=1}^{p} \left( 1 - \frac{z}{k^{1/\alpha}} \right). \]
We have a power series representation
\[ (5.32) \quad \frac{1}{V_p(z)} = \sum_{k=0}^{\infty} a_k z^k, \quad a_k = a_k^{(p)}, \quad a_0 = 1, \]
in the circle \( \{|z| < (p + 1)^{1/\alpha}\} \). Since
\[ \frac{1}{V_p(z)} = \prod_{k=p+1}^{\infty} \sum_{j=0}^{\infty} \left( \frac{z}{k^{1/\alpha}} \right)^j, \]

obviously \( a_k > 0, k = 0, 1, 2, \ldots \). The function \( V_p(z) \) tends to 1 as \( p \to \infty \) uniformly over the circle \( \{|z| = 1\} \). Therefore \( |V_p(z)| \geq 1/2 \) for \( \{|z| = 1\} \) if \( p \geq p_0 \), and
\[ (5.33) \quad 0 < a_k = \left| \frac{1}{2\pi i} \int_{|z|=1} \frac{dz}{z^{k+1}V_p(z)} \right| \leq 2, \quad k = 0, 1, 2, \ldots \]
Take \( R(z) = \sum_{k=0}^{p-1} a_k z^k/v_p(z) \) in (5.31), then
\[ g(z) = \frac{\sum_{k=0}^{n-1} a_k z^k}{v_p(z)} V(z) = V_p(z) \sum_{k=0}^{n-1} a_k z^k = 1 + c_n z^n + c_{n+1} z^{n+1} + \ldots \]
(see Example 2 from Section 3 of Chapter 2). Since the function \( V_p(z) \) takes real values on the real axis, then, as is easy to see, all coefficients \( c_k, k \geq n \), are real numbers. Since

\[
V_p(z) \sum_{k=0}^{n-1} a_k z^k = 1 - V_p(z) \left( \frac{1}{V_p(z)} - \sum_{k=0}^{n-1} a_k z^k \right) = 1 - V_p(z) \sum_{k=n}^{\infty} a_k z^k
\]

for \( |z| < (p + 1)^{1/\alpha} \), it is clear that \( c_n = -a_n < 0 \). Thus the function \( g(z) \) satisfies the condition (a).

We show that \( |V(x)| < 1 \) for \( 0 < x < \infty \). For \( x > 0 \), \( x \neq k^{1/\alpha}, k = 1, 2, \ldots \), the inequality

\[
0 < \frac{1 - \frac{x}{k^{1/\alpha}}}{1 - \frac{x}{k^2}} \leq \frac{1}{2 \alpha \pi x^\alpha} < 1
\]

holds, therefore

\[
|V(x)| = \prod_{k=1}^{\infty} \left| 1 - \frac{x}{k^{1/\alpha}} \right| \leq \prod_{k=1}^{\infty} \left| 1 - \frac{x}{k^2} \right| = \left| \frac{\sin \pi x^\alpha}{\pi x^\alpha} \right| < 1.
\]

For \( 0 < x < (p + 1)^{1/\alpha} \) we have

\[
(5.34) \quad |g(x)| = g(x) = V_p(x) \sum_{k=0}^{n-1} a_k x^k < V_p(x) \sum_{k=0}^{\infty} a_k x^k = 1.
\]

For \( x \geq (p + 1)^{1/\alpha} \) the inequality

\[
(5.35) \quad |g(x)| = |V(x)| \frac{\sum_{k=0}^{n-1} a_k x^k}{|v_p(x)|} < \frac{\sum_{k=0}^{n-1} a_k x^k}{|v_p(x)|}
\]

holds.

Letting \( x^\alpha = \xi, \xi \geq p + 1 \), and using the inequality \( a^{1/\alpha} - 1 \geq \frac{1}{\alpha}(a - 1), a \geq 1 \), we get

\[
|v_p(x)| = \prod_{k=1}^{p} \left( \frac{x}{k^{1/\alpha}} - 1 \right) = \prod_{k=1}^{p} \left\{ \left( \frac{\xi}{k} \right)^{1/\alpha} - 1 \right\}
\]

\[
\geq \frac{1}{\alpha^p} \prod_{k=1}^{p} \left( \frac{\xi}{k} - 1 \right) = \frac{1}{\alpha^p p!} \prod_{k=1}^{2n} (\xi - k) \prod_{k=2n+1}^{p} (\xi - k)
\]

\[
\geq \frac{1}{\alpha^p p!} (\xi - 2n)^{2n} (p - 2n)! \geq \frac{1}{\alpha^p p! 2^{2n}} (\xi - 2n)^{2n}.
\]

Taking into account (5.33), (5.35), and \( 1/2 < \alpha < 1 \), for \( p \geq p_0 \) we get

\[
|g(x)| < \frac{2n^{\xi^{1/\alpha}/\alpha p^2} 2^{2n}}{(\xi - 2n)^{2n}} < 2n \left( \frac{\xi}{\xi - 2n} \right)^{2n} p^2 \alpha^p \leq 2n \left( \frac{p + 1}{p + 1 - 2n} \right)^{2n} p^{2n} \alpha^p.
\]

Since for \( p \to \infty \) the right-hand side of the last inequality tends to 0, the number \( p \) can be chosen so large that it is less than 1. Taking into account (5.34) we find that \( |g(x)| < 1 \) for \( 0 < x < \infty \), that is the condition (b) is satisfied. We have proved the existence of a desired function \( g(z) \).

**Remark.** If in Example 9 we required the inequality \( 1 < \lambda \leq \rho < \infty \) only, using the same idea it would be possible to construct a much easier example. Let
of series of simple fractions

In this section we consider meromorphic functions of the form

\[ f(z) = \sum_{k=1}^{\infty} \frac{A_k}{z-h_k}, \quad h_k \rightarrow \infty, \tag{6.1} \]

where the series is assumed to be absolutely convergent, as is

\[ \sum_{|h_k|>1} |A_k/h_k| < \infty. \tag{6.2} \]

Obviously, rational functions admitting representations of the form

\[ R(z) = \sum_{k=1}^{n} \frac{A_k}{z-h_k} \quad (1 \leq n < \infty) \]

satisfy the following conditions:

(a) \( R(z) \rightarrow 0 \) as \( z \rightarrow \infty \).

(b) For each \( a \neq 0 \) the number of \( a \)-points of \( R(z) \) is equal to \( n \), and the number of zeros is equal to \( n - 1 \), if \( \sum_{k=1}^{n} A_k \neq 0 \).

The following two theorems, showing that transcendental meromorphic functions of the form (6.1) also have properties, which are in certain sense close to (a) and (b), are the main results of this section.

**Theorem 6.1.** Let \( f(z) \) be a meromorphic function of the form (6.1). Then

\[ m(r, f) = o(1), \quad r \rightarrow \infty, \tag{6.3} \]

besides, for each \( 0 < p < 1 \) the relation

\[ \int_{0}^{2\pi} |f(re^{i\varphi})|^pd\varphi = o(1), \quad r \rightarrow \infty \tag{6.4} \]

holds.

**Theorem 6.2.** Let \( f(z) \) be a meromorphic function of the form (6.1), for which \( \lambda[f] < \infty \). Then \( \delta(a, f) = 0 \) for all \( a \neq 0 \), and the order of \( N(r, a) \) is equal to the order of \( T(r, f) \). This statement remains true also for \( a = 0 \), if we assume, in addition, that

\[ \sum_{k=1}^{\infty} |A_k| < \infty \tag{6.5} \]

and

\[ \sum_{k=1}^{\infty} A_k \neq 0. \tag{6.6} \]

We shall assume, without loss of generality, that \( h_k \neq 0 \), \( k = 1, 2, \ldots \).

To prove Theorem 6.1 we need the following lemma.
LEMMA 6.1. If a function \( F(z) \) is analytic in the disc \( \{|z| < R\} \), and is such that the functions \( \text{Re} F(z) \) and \( \text{Im} F(z) \) have constant sign, then the inequality

\[
\int_0^{2\pi} u^p(\varphi)d\varphi \leq \frac{2\pi}{\cos \frac{p\pi}{2}} |F(0)|^p
\]

holds for each \( 0 < p < 1 \), where

\[ u(\varphi) = \liminf_{z \to \text{Re} F(z) \atop |z| < R} |F(z)|. \]

**Proof.** We may assume without loss of generality that \( \text{Re} f(z) > 0 \) for \( |z| < R \). The function \( F(z) \) does not have zeros in the disc \( \{|z| < R\} \), and we can fix a branch of \( \arg F(z) \) in such a way, that \( |\arg F(z)| < \pi/2 \) for \( |z| < R \). The function

\[ F^p(z) = |F(z)|^p \exp\{ip \arg F(z)\} \]

is analytic in the disc \( \{|z| < R\} \) and hence, \( \text{Re}\{F(z)\}^p \) is harmonic there. Since

\[ \text{Re}\{F(z)\}^p = |F(z)|^p \cos(p \arg F(z)) \geq |F(z)|^p \cos \frac{p\pi}{2}, \]

we have

\[
\int_0^{2\pi} |F(re^{i\varphi})|^p d\varphi \leq \frac{1}{\cos \frac{p\pi}{2}} \int_0^{2\pi} \text{Re}\{F(re^{i\varphi})\}^p d\varphi = \frac{2\pi}{\cos \frac{p\pi}{2}} \text{Re}\{F(0)\}^p,
\]

thus

\[
\int_0^{2\pi} |F(re^{i\varphi})|^p d\varphi \leq \frac{2\pi}{\cos \frac{p\pi}{2}} |F(0)|^p, \quad r < R.
\]

Taking limits as \( r \to R \) and using the Fatou lemma, we complete the proof of the lemma. \( \square \)

**Proof.** We prove Theorem 6.1. The relation (6.3) follows from (6.4) and the inequality \( \ln^+ a \leq \frac{1}{p} a^p, \ a > 0 \), therefore it suffices to prove (6.4).

Let \( \theta_k = \arg h_k, A_k = \alpha_k + i\beta_k \). Fixing \( R > 0 \), we write the function \( f(z) \) in the form

\[
f(z) = \sum_{|h_k| > R} e^{i\theta_k} \text{Re}(A_k e^{-i\theta_k}) + \sum_{|h_k| > R} e^{i\theta_k} \text{Im}(A_k e^{-i\theta_k}) z - h_k + i \sum_{|h_k| > R} e^{i\theta_k} \text{Re}(A_k e^{-i\theta_k}) z - h_k + i \sum_{|h_k| > R} e^{i\theta_k} \text{Im}(A_k e^{-i\theta_k}) z - h_k + i \sum_{|h_k| \leq R} \alpha_k z - h_k + i \sum_{|h_k| \leq R} \beta_k z - h_k + i \sum_{|h_k| \leq R} \gamma_k z - h_k = F_1(z) + \cdots + F_k(z),
\]

where the sums \( \sum' \) contain those terms for which \( \text{Re}(A_k e^{-i\theta_k}), \text{Im}(A_k e^{-i\theta_k}), \alpha_k, \beta_k, \) respectively, are positive, and the sums \( \sum'' \) contain all other terms.

Since for \( |h_k| > R, |z| < R \), the inequality

\[ \text{Re} \frac{e^{i\theta_k}}{z - h_k} < 0 \]
holds, the functions $F_j(z)$, $j = 1, 2, 3, 4$, satisfy the conditions of Lemma 6.1, hence $(j = 1, 2, 3, 4)$

$$
\int_0^{2\pi} |F_j(\Re e^{i\varphi})|^p d\varphi \leq \frac{2\pi}{\cos \frac{p\pi}{2}} |F_j(0)|^p \leq \frac{2\pi}{\cos \frac{p\pi}{2}} \left( \sum_{|h_k| > R} \left| \frac{A_k}{h_k} \right| \right)^p.
$$

Since for $|z| = R$ the equality

$$
\left| \sum_{|h_k| \leq R} \frac{\alpha_k}{z - h_k} \right| = \left| \sum_{|h_k| \leq R} \frac{R\alpha_k}{R^2 - h_k z} \right|
$$

holds, and for $|h_k| \leq R$, $|z| < R$, the inequality

$$
\Re \frac{R}{R^2 - h_k z} > 0
$$

holds, considering the function

$$
F_5^{(1)}(z) = \sum_{|h_k| \leq R} \frac{R\alpha_k}{R^2 - h_k z}
$$

we see that it satisfies the conditions of Lemma 6.1, besides, we have $|F_5^{(1)}(\Re e^{i\varphi})| = |F_5(\Re e^{i\varphi})|$, $0 \leq \varphi < 2\pi$. Hence

$$
\int_0^{2\pi} |F_5(\Re e^{i\varphi})|^p d\varphi \leq \frac{2\pi}{\cos \frac{p\pi}{2}} |F_5^{(1)}(0)|^p \leq \frac{2\pi}{\cos \frac{p\pi}{2}} \left( \frac{1}{R} \sum_{|h_k| \leq R} |A_k| \right)^p.
$$

In a similar way we get

$$
\int_0^{2\pi} |F_j(\Re e^{i\varphi})|^p d\varphi \leq \frac{2\pi}{\cos \frac{p\pi}{2}} \left( \frac{1}{R} \sum_{|h_k| \leq R} |A_k| \right)^p, \quad j = 6, 7, 8.
$$

Using the obtained estimates, we get the following conclusion:

$$
\int_0^{2\pi} |f(\Re e^{i\varphi})|^p d\varphi \leq \sum_{j=1}^{8} \int_0^{2\pi} |F_j(\Re e^{i\varphi})|^p d\varphi
$$

\begin{align*}
&\leq \frac{8\pi}{\cos \frac{p\pi}{2}} \left\{ \left( \sum_{|h_k| > R} \left| \frac{A_k}{h_k} \right| \right)^p + \left( \frac{1}{R} \sum_{|h_k| \leq R} |A_k| \right)^p \right\} \\
&\leq \frac{8\pi}{\cos \frac{p\pi}{2}} \left\{ \left( \sum_{|h_k| > R} \left| \frac{A_k}{h_k} \right| \right)^p + \left( \frac{1}{\sqrt{R}} \sum_{|h_k| < \sqrt{R}} \left| \frac{A_k}{h_k} \right| \right)^p + \sum_{\sqrt{R} \leq |h_k| \leq R} \left| \frac{A_k}{h_k} \right|^p \right\} \\
&= o(1), \quad R \to \infty.
\end{align*}

Thus the relation (6.4) has been proved. \qed

Theorem 6.1 immediately implies

**Corollary.** Functions of the form (6.1) satisfy the relations

$$
T(r, f) = N(r, f) + o(1), \quad \delta(\infty, f) = 0.
$$
Let \( \varphi(r) \) be an arbitrary function such that \( \frac{d\varphi(r)}{d\ln r} \) monotonically tends to \(+\infty\).

If we choose poles of the function (6.1) in such a way that

\[
n(r, f) = \left[ \frac{d\varphi(r)}{d\ln r} \right] = \frac{d\varphi(r)}{d\ln r} + O(1),
\]

then

\[ T(r, f) = N(r, f) + o(1) = \varphi(r) + O(\ln r), \]

that is, the characteristic \( T(r, f) \) has the prescribed asymptotic behavior.

With the help of a modification of the method used in the proof of Theorem 6.1 we can get an information on the behavior of a function of the form (6.1) along the rays \( \{ \arg z = \text{const} \} \).

**Theorem 6.3.** Let \( f(z) \) be a meromorphic function of the form (6.1). Then, for arbitrary \( \alpha \) and \( p, 0 \leq \alpha < 2\pi, 0 < p < 1 \), the relations

\[
\int_{1}^{\infty} \frac{\ln^+ |f(te^{i\alpha})|}{t^{1+p}} dt < \infty \tag{6.7}
\]

\[
\int_{1}^{\infty} \frac{|f(te^{i\alpha})|^p}{t} dt < \infty \tag{6.8}
\]

hold.

We need the following lemma, similar to Lemma 6.1.

**Lemma 6.2.** If the function \( g(z) \) is analytic in the half-plane \( \{ \text{Im} z > 0 \} \) and is such that the functions \( \text{Re} g(z) \) and \( \text{Im} g(z) \) have a constant sign, then for each \( p, 0 < p < 1 \), the inequality

\[
\int_{-\infty}^{\infty} \frac{v^p(t)}{1 + t^2} dt \leq \frac{\pi}{\cos \frac{\pi}{p}} |g(i)|^p
\]

holds, where

\[ v(t) = \liminf_{\text{Im} z \to 0} |g(z)|. \]

**Proof.** The function \( F(z) = g \left( \frac{z - i}{z + i} \right) \) satisfies the conditions of Lemma 6.1 \( (R = 1) \). Observing that for this function we have \( u(\varphi) = v \left( \frac{\cos \varphi - 1}{i \sin \varphi + 1} \right) = v \left( \tan \frac{\varphi}{2} \right) \)

and \( F(0) = g(i) \), we get the inequality

\[
\int_{-\pi}^{\pi} v^p \left( \tan \frac{\varphi}{2} \right) d\varphi \leq \frac{2\pi}{\cos \frac{\pi}{p}} |g(i)|^p.
\]

Making the change of variables \( t = \tan \frac{\varphi}{2} \), we get the desired inequality. \( \square \)

**Proof.** Obviously, it is enough to prove Theorem 6.3 for \( \alpha = 0 \). Observe that the relation (6.7) is a corollary of (6.8). In fact, using the inequality \( \ln^+ a < \frac{1}{p} a^p \),
Thus Observe, that Lemma 6.2 can be applied also to functions $g_j(z)$, $j = 1, 2, 3, 4$, hence

$$
\int_{-\infty}^{\infty} \left| g_j(t) \right|^p dt \leq \frac{\pi}{\cos \frac{p\pi}{2}} |g_j(i)|^p \leq \frac{\pi}{\cos \frac{p\pi}{2}} \left( \sum_{\text{Im} h_k \leq 0} \left| \frac{A_k}{h_k} \right| \right)^p, \quad j = 1, 2, 3, 4.
$$

Observe, that Lemma 6.2 can be applied also to functions $g_j(-z)$, $j = 5, 6, 7, 8$, hence

$$
\int_{-\infty}^{\infty} \left| g_j(t) \right|^p dt \leq \frac{\pi}{\cos \frac{p\pi}{2}} |g_j(-i)|^p \leq \frac{\pi}{\cos \frac{p\pi}{2}} \left( \sum_{\text{Im} h_k > 0} \left| \frac{A_k}{h_k} \right| \right)^p, \quad j = 5, 6, 7, 8.
$$

Thus

$$
\int_{-\infty}^{\infty} \left| f(t) \right|^p dt \leq \frac{4\pi}{\cos \frac{p\pi}{2}} \left\{ \left( \sum_{\text{Im} h_k \leq 0} \left| \frac{A_k}{h_k} \right| \right)^p + \left( \sum_{\text{Im} h_k > 0} \left| \frac{A_k}{h_k} \right| \right)^p \right\} < \infty,
$$

hence $\int_{1}^{\infty} \left| f(t) \right|^p t^{-2} dt < \infty$, Q.E.D.

Now we turn to the proof of Theorem 6.2. If $a = \infty$, the statement of Theorem 6.2 is contained in the corollary of Theorem 6.1. The statement of Theorem 6.2 for $a \neq 0$, $\infty$ follows from its statement for $a = 0$. In fact, for $a \neq 0$, $\infty$ we have

$$
\frac{f(z) - a}{z} = -\frac{a}{z} + \sum_{k=1}^{\infty} \frac{A_k}{z(z - h_k)} = -a - \sum_{k=1}^{\infty} \frac{A_k/h_k}{z} + \sum_{k=1}^{\infty} \frac{A_k/h_k}{z - h_k}.
$$
Letting 
\[ f_1(z) = \frac{f(z) - a}{z}, \quad h_0 = 0, \quad B_0 = -a - \sum_{k=1}^{\infty} A_k / h_k, \quad B_k = A_k / h_k \quad (k \geq 1), \]
we have the representation
\[ f_1(z) = \sum_{k=0}^{\infty} \frac{B_k}{z - h_k}, \]
and, obviously,
\[ T(r, f_1) = T(r, f) + O(\ln r), \quad N(r, f_1) = N(r, f, a) + O(\ln r), \]
\[ \delta(0, f_1) = \delta(a, f). \]

Now we prove the statement of Theorem 6.2 in the case \( a = 0 \).

By virtue of (6.5) and (6.6) we may assume without loss of generality that \( \sum_{k=1}^{\infty} A_k = 1 \). Let
\[ \psi(z) = zf(z) - 1 = \sum_{k=1}^{\infty} A_k \left( \frac{z}{z - h_k} - 1 \right) = \sum_{k=1}^{\infty} \frac{A_k h_k}{z - h_k}. \]
The function \( \psi(z) \) satisfies the conditions of Theorem 6.1, therefore for each \( p, 0 < p < 1 \), the relation
\[ \int_{0}^{2\pi} |\psi(re^{i\varphi})|^p d\varphi = o(1), \quad r \to \infty, \]
holds. Denote by \( E_r \) the set of those values of \( \varphi \in [0, 2\pi) \) for which \( |\psi(re^{i\varphi})| \geq \frac{1}{2} \), and let \( \varepsilon_r = \text{mes} E_r \). Observe that
\[ \varepsilon_r \leq 2^{p} \int_{E_r} |\psi(re^{i\varphi})|^p d\varphi \leq 2^{p} \int_{0}^{2\pi} |\psi(re^{i\varphi})|^p d\varphi = o(1), \quad r \to \infty. \]

For \( \varphi \in CE_r = [0, 2\pi) \setminus E_r \) the inequality \( |f(re^{i\varphi})| \geq \frac{1}{2r} \) holds, hence, we have
\[ m(r, \frac{1}{f}) \leq \frac{1}{2\pi} \int_{E_r} \ln \frac{1}{|f(re^{i\varphi})|} d\varphi + \ln(2r). \]

By Theorem 7.3 from Chapter 1 (p. ???) for each \( k > 1 \) the estimate
\[ \frac{1}{2\pi} \int_{E_r} \ln \frac{1}{|f(re^{i\varphi})|} d\varphi \leq \left( \frac{6r}{k - 1} \varepsilon, \ln \frac{2\pi e}{\varepsilon r} \right) T \left(k, \frac{1}{f} \right) \]
holds. Since \( \ln(2r) = o(T(r, f)) \) (we assume that the function \( f(z) \) is transcendental), and \( T \left(k, \frac{1}{f} \right) = T(r, f) + O(1) \), we obtain the relation
\[ m \left(r, \frac{1}{f} \right) \leq \theta(k, r) T(k, f), \]
where \( \theta(k, r) = o(1) \) as \( r \to \infty \) and \( k \) is fixed.

Suppose that \( \delta(0, f) > 0 \). Then for all sufficiently large \( r \) the inequality
\[ T(r, f) \leq \frac{2}{\delta(0, f)} m \left(r, \frac{1}{f} \right) \leq \frac{2\theta(k, r)}{\delta(0, f)} T(k, f) \]
holds. Hence for each \( \beta > 1 \) we can find \( r_0 = r_0(k, \beta) \) such that for \( r \geq r_0 \) the inequality

\[
T(kr, f) \geq \beta T(r, f)
\]

holds. From here we get

\[
T(k^n r_0, f) \geq \beta^n T(r_0, f), \quad n = 1, 2, 3, \ldots
\]

Letting

\[
n = \left\lfloor \frac{\ln r - \ln r_0}{\ln k} \right\rfloor, \quad r \geq r_0,
\]

we get

\[
r \geq k^n r_0, \quad \beta^n \geq \beta^{\frac{\ln r_0}{\ln k}} - 1, \quad r \geq r_0,
\]

and hence the inequality

\[
T(r, f) \geq r^{\ln \beta / \ln k} \beta^{\frac{\ln r_0}{\ln k}} - 1 T(r_0, f)
\]

holds.

Thus \( \lambda[f] \geq \frac{\ln \beta}{\ln k} \). Since \( k \) can be chosen to be arbitrarily close to 1, we get \( \lambda[f] = \infty \) contrary to the condition of the theorem.

The statement that the orders of \( N(r, 0) \) and \( T(r, f) \) coincide requires a separate proof because (see Example 3 in Section 2) a Borel exceptional value can have zero deficiency.

Adding \( N \left( r, \frac{1}{T} \right) \) to both sides of (6.9) we get the relation

\[
(6.10) \quad T(r, f) \leq \vartheta(k, r) T(kr, f) + N \left( r, \frac{1}{T} \right),
\]

where \( \vartheta(k, r) = o(1) \) as \( r \to \infty \) and \( k \) is fixed.

Suppose that the order of \( N \left( r, \frac{1}{T} \right) \) is less than the order of \( T(r, f) \) and choose a number \( \mu \) situated between these orders. Then \( N \left( r, \frac{1}{T} \right) < r^\mu \) for \( r > r_1 \). Fixing \( k > 1 \) we choose \( r_2 > r_1 \) in such a way that \( T(r_2, f) \geq 2 r_2^\mu \) and \( 4 k^\mu \vartheta(k, r) < 1 \) for \( r \geq r_2 \). Then by (6.10) we have

\[
T(kr_2, f) \geq \frac{1}{\vartheta(k, r_2)} \left\{ T(r_2, f) - N \left( r_2, \frac{1}{T} \right) \right\} \geq \frac{1}{2 \vartheta(k, r_2)} T(r_2, f) \geq 2(kr_2)^\mu.
\]

Using (6.10) repeatedly we get

\[
T(k^n r_2, f) \geq \frac{1}{2^n \vartheta(k, r_2) \vartheta(k, k r_2) \ldots \vartheta(k, r_2^{n-1})} T(r_2, f) \geq (2k^\mu)^n T(r_2, f).
\]

From here, selecting \( n = \left\lfloor \frac{\ln r - \ln r_2}{\ln k} \right\rfloor \), \( r \geq r_2 \), we get the inequality

\[
T(r, f) > (2k^\mu)^{\frac{\ln r - \ln r_2}{\ln k}} T(r_2, f), \quad r \geq r_2,
\]

and conclude that \( \lambda[f] \geq \frac{\mu \ln k + \ln 2}{\ln k} \), and, because \( k \) can be chosen to be arbitrarily close to 1, we again get a contradiction.
Remark. The statement of Theorem 6.2 is no longer true, if we omit the condition (6.6).
In fact, assume that \( \delta(0, f) = 0 \) for each function \( f(z) \) of the form (6.1), satisfying the condition (6.5). We deduce from this assumption the following corollary: meromorphic functions of finite order cannot have deficient values different from 0 and \( \infty \). It is clearly a nonsense.

Let \( g(z) \) be a meromorphic function of finite order. Denoting the genus of this function by \( p \), we can, by the remark to Theorem 4.1 from Chapter 2 (p. ???) represent the function \( g(z) \) in the form

\[
g(z) = z^s e^{Q(z)} \frac{\prod_m E \left( \frac{z}{a_m}, p \right)}{\prod_n E \left( \frac{z}{b_n}, p \right)},
\]

where \( s \) is an integer, \( Q(z) \) is a polynomial of degree at most \( p \), \( a_m \) are zeros of the function \( g(z) \), \( b_n \) are its poles. It follows from here that

\[
\frac{g'(z)}{g(z)} = \frac{s}{z} + Q'(z) + z^p \sum_m \frac{1}{a_m^p(z - a_m)} - z^p \sum_n \frac{1}{b_n^p(z - b_n)}.
\]

Let \( h(z) = (z - c_1) \ldots (z - c_p) \), where \( c_1, \ldots, c_p \) are pairwise distinct and are different from \( a_m, b_n, \) and 0. It is easy to see that the function

\[
f(z) = \frac{g'(z)}{h(z)g(z)}
\]

is representable in the form (6.1), moreover, the condition (6.5) holds.

By virtue of the assumption made above, the condition \( \delta(0, f) = 0 \) should hold, hence, there exists a sequence \( \{r_n\}_{n=1}^{\infty}, r_n \uparrow \infty, \) such that

\[
m(r_n, 0, f) = o(T(r_n, f)).
\]

Since

\[
m(r, 0, f) = m \left( r, \frac{h g'}{g'} \right) \geq m \left( r, \frac{g'}{g} \right) + O(\ln r),
\]

\[
T(r, f) = T \left( r, \frac{g'}{h g} \right) \leq T \left( r, \frac{g'}{g} \right) + O(\ln r),
\]

\[
T \left( r, \frac{g'}{g} \right) = m \left( r, \frac{g'}{g} \right) + N \left( r, \frac{g'}{g} \right) + O(\ln r) \leq 2T(r, g) + O(\ln r),
\]

we have

\[
m \left( r_n, \frac{g'}{g'} \right) = o(T(r_n, g)).
\]

Using Lemma 2.1 from Chapter 3 (p. ???), we get that the condition

\[
m(r_n, a, g) = o(T(r_n, g))
\]

holds for each \( a \neq 0, \infty \), hence \( \delta(a, g) = 0. \)
CHAPTER 6

Value distribution with respect to the arguments

As was already mentioned in Section 4 of Chapter 1, the function \( N(r,a) \) characterizes the moduli of \( a \)-points only. Therefore Chapters 4 and 5 do not contain any information on the role of the arguments of \( a \)-points.

In the present chapter we show that the restrictions on the arguments of \( a \)-points can have an important impact onto the asymptotic properties of a meromorphic function. In particular, restrictions of such type can imply: (a) growth estimates; (b) regularity of growth; (c) presence of deficient values.

Note, that among theorems presented in previous chapters it is easy to point out theorems in which (a) or (b) follows from restrictions imposed onto the moduli of \( a \)-points. For example, by Theorem 2.2 from Chapter 3, if the order of \( N(r,a) \) does not exceed \( \rho \) for 3 different values of \( a \), then the order of \( f(z) \) does not exceed \( \rho \). By Theorem 5.1 from Chapter 5, if the order of \( N(r,a) \) is less than the order of \( f(z) \) for two different values of \( a \), then \( f(z) \) has regular growth in the sense that \( \rho[f] = \lambda[f] \). Finally, we note that from the very definition of the quantity \( \delta(a,f) \),

\[
\delta(a,f) = 1 - \limsup_{r \to \infty} \frac{N(r,a)}{T(r,f)},
\]

we see that the condition \( \delta(a,f) > 0 \) can be considered as a condition imposed onto \( N(r,a) \), that is, onto moduli of \( a \)-points.

Results related to (a) are considered in Sections 2, 4, and 5; results related to (b) are considered in Sections 1 and 2; results related to (c) are considered in Section 1. Section 3 contains proofs of results on asymptotic properties of functions meromorphic in an angle, which are used in Section 2.

The methods of Sections 2–5 make substantial use of the apparatus of angular Nevanlinna characteristics, Tsuji characteristics play essential role in Section 5.

1. Meromorphic functions with separated poles and zeros

Let \( f(z) \) be a meromorphic function with zeros \( a_m \) and poles \( b_n \), \( p \) be a positive integer, and \( \eta \) be a number satisfying the condition \( 0 \leq \eta < \frac{\pi}{2p} \). Let

\[
D^1_p(\eta) = \bigcup_{j=0}^{p-1} \left\{ \arg z - \frac{2j}{p} \leq \eta \right\},
\]

\[
D^2_p(\eta) = \bigcup_{j=0}^{p-1} \left\{ \arg z - \frac{2j+1}{p} \leq \eta \right\}.
\]
Definition. If the condition

$$\sum_{a_m \notin D_p^1(\eta)} \frac{1}{|a_m|^p} + \sum_{b_n \notin D_p^2(\eta)} \frac{1}{|b_n|^p} < \infty,$$

is satisfied, we say that zeros and poles of \(f(z)\) are \((p, \eta)\)-separated.

In particular, zeros and poles of a function \(f(z)\) are \((p, \eta)\)-separated, if all of its zeros are in \(D_p^1(\eta)\), and all of its poles are in \(D_p^2(\eta)\).

In what follows we assume, without loss of generality, that \(f(0) = 1\).

Theorem 1.1. If poles and zeros of \(f(z)\) are \((p, \eta)\)-separated, then the limit

$$\lim_{r \to \infty} r^{-p} T(r, f),$$

finite or infinite, exists.

This theorem shows that the growth of \(f(z)\) cannot be arbitrarily irregular. In particular, it immediately implies that if \(\lambda[f] < p\), then \(\rho[f] \leq p\).

To prove Theorem 1.1 we need the following lemma, which will be used repeatedly in this section.

Lemma 1.1. If zeros and poles of a function \(f(z)\) are \((p, \eta)\)-separated, then the inequality

$$\frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi})| \cos p \varphi d\varphi \geq \cos pn \int_0^r n(t; 0, \infty) \cosh \left( p \ln \frac{r}{t} \right) \frac{dt}{t} + O(r^p)$$

holds.

Proof. We start from the formula (2.6) from Chapter 1. Separating the real part, we get the relation

$$\frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi})| \cos p \varphi d\varphi = \frac{1}{2p} \sum_{|a_m| < r} \left( \frac{r^p}{|a_m|^p} - \frac{|a_m|^p}{r^p} \right) \cos p \alpha_m$$

$$- \frac{1}{2p} \sum_{|b_n| < r} \left( \frac{r^p}{|b_n|^p} - \frac{|b_n|^p}{r^p} \right) \cos p \beta_n + r^p \Re \frac{d^p \ln f(z)}{dz^p} \bigg|_{z=0},$$

where \(\alpha_m = \arg a_m, \beta_n = \arg b_n\). This relation can be written in the form

$$\frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi})| \cos p \varphi d\varphi = \frac{1}{p} \sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right) \cos p \alpha_m$$

$$- \frac{1}{p} \sum_{|b_n| < r} \sinh \left( p \ln \frac{r}{|b_n|} \right) \cos p \beta_n + r^p \Re \frac{d^p \ln f(z)}{dz^p} \bigg|_{z=0}.$$
Since for \(a_m \in D^0_1(\eta)\) the inequality \(\cos p\alpha_m \geq \cos p\eta > 0\) holds, we have

\[
\sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right) \cos p\alpha_m = \sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right) \cos p\alpha_m \\
+ \sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right) \cos p\eta \sum_{a_m \in D^0_1(\eta)} \sinh \left( p \ln \frac{r}{|a_m|} \right) \\
- \sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right)
\]

\[= \cos p\eta \sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right) - (1 + \cos p\eta) \sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right).
\]

By the inequality \(\sinh x \leq \frac{1}{2} e^x\) and the condition (1.1) we get

\[
\sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right) \leq \frac{1}{2} \sum_{|a_m| < r} \left( \frac{r}{|a_m|} \right)^p \leq \frac{1}{2} \rho^p \sum_{a_m \in D^0_1(\eta)} \frac{1}{|a_m|^p} = O(r^p),
\]

therefore

\[
\sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right) \cos p\alpha_m \geq \cos p\eta \sum_{|a_m| < r} \sinh \left( p \ln \frac{r}{|a_m|} \right) + O(r^p)
\]

\[= \cos p\eta \int_0^r \sinh \left( p \ln \frac{r}{t} \right) dt + O(r^p)
\]

\[= p \cos p\eta \int_0^r n(t, 0) \cosh \left( p \ln \frac{r}{t} \right) \frac{dt}{t} + O(r^p)
\]

\[= p \cos p\eta \left\{ N(r, 0) + p \int_0^r N(t, 0) \sinh \left( p \ln \frac{r}{t} \right) \frac{dt}{t} \right\} + O(r^p).
\]

Using similar argument we conclude that

\[
- \sum_{|\beta_n| < r} \sinh \left( p \ln \frac{r}{|\beta_n|} \right) \cos p\beta_n \\
\geq p \cos p\eta \int_0^r n(t, \infty) \cosh \left( p \ln \frac{r}{t} \right) \frac{dt}{t} + O(r^p)
\]

\[= p \cos p\eta \left\{ N(r, \infty) + p \int_0^r N(t, \infty) \sinh \left( p \ln \frac{r}{t} \right) \frac{dt}{t} \right\} + O(r^p).
\]

Relations (1.2), (1.3), and (1.4) imply the conclusion of the lemma. \(\square\)

**Proof of Theorem 1.1.** Obviously it is sufficient to consider the case when

\[\liminf_{r \to \infty} r^{-p} T(r, f) < \infty.
\]

Since

\[
\frac{1}{2\pi} \int_0^{2\pi} \ln |f(re^{i\varphi})| \cos p\varphi d\varphi \leq m(r, f) + m \left( r, \frac{1}{f} \right) \leq 2T(r, f),
\]

...
by Lemma 1.1 we get
\[ 2T(r, f) \geq \cos p\eta \int_0^r n(t; 0, \infty) \cosh \left(p \ln \frac{r}{t}\right) \frac{dt}{t} + O(r^p). \]
Since \( \cosh x \geq \frac{1}{2} e^x \), it follows that
\[ 2T(r, f) \geq \frac{1}{2} \cos p\eta \cdot r^p \int_0^r n(t; 0, \infty) t^{-p-1} dt + O(r^p). \]
Dividing both sides of this inequality by \( r^p \) and letting \( r \) tend to \( \infty \) along a sequence \( r_k \uparrow \infty \) such that \( T(r_k, f) = O(r_k^p) \), we come to the conclusion that the integral
\[ \int_0^\infty n(t; 0, \infty) t^{-p-1} dt \]
converges.

Convergence of this integral implies, by Theorem 1.8 from Chapter 2, the convergence of the series
\[ \sum_m \frac{1}{|a_m|^p} \quad \text{and} \quad \sum_n \frac{1}{|b_n|^p}, \]
therefore (see Theorem 3.2 from Chapter 2 and Example 1 on p. ???) the canonical products
\[ \pi_1(z) = \prod_m E\left( \frac{z}{a_m}, p-1 \right), \quad \pi_2(z) = \prod_n E\left( \frac{z}{b_n}, p-1 \right) \]
converge. The function
\[ F(z) = f(z) \frac{\pi_2(z)}{\pi_1(z)} \]
is an entire function without zeros. Since
\[ T(r, F) \leq T(r, f) + T(r, \pi_1) + T(r, \pi_2) \]
and, by Remark 2 to Theorem 3.3 from Chapter 2, \( T(r, \pi_j) = o(r^p), \quad j = 1, 2 \), we have \( \liminf_{r \to \infty} r^{-p}T(r, F) < \infty \). By Lemma 6.2 from Chapter 1 we get a representation
\[ F(z) = e^{P(z)}, \quad \text{where} \quad P(z) = c_p z^p + \cdots + c_0 \quad \text{is a polynomial of degree at most} \quad p. \]
Thus
\[ f(z) = e^{P(z)} \frac{\pi_1(z)}{\pi_2(z)}, \]
from where
\[ T(r, f) = T(r, e^{P(z)}) + o(r^p) = \frac{|c_p|}{\pi} r^p + o(r^p), \]
and hence the limit \( \lim_{r \to \infty} r^{-p}T(r, f) \) exists. The theorem has been proved. \( \square \)

Let us mention the following fact, established in our proof of Theorem 1.1.

**Remark.** If zeros and poles of a function \( f(z) \) are \((p, \eta)\)-separated and
\[ \liminf_{r \to \infty} r^{-p}T(r, f) < \infty, \]
then
\[ \int_0^\infty n(t; 0, \infty) t^{-p+1} dt < \infty, \quad \sum_m \frac{1}{|a_m|^p} + \sum_n \frac{1}{|b_n|^p} < \infty. \]
Now we turn to corollaries of Theorem 1.1.

**Corollary 1.** Let \( f(z) \) be an entire function of a finite lower order \( \lambda \) with positive zeros. Then the growth of \( f(z) \) does not exceed the minimal type of order \( [\lambda]+1 \).

If \( \lambda \) is a positive integer, then there exists a finite or infinite limit \( \lim_{r \to \infty} r^{\lambda} T(r, f) \).

In any case, the numbers \( \rho[f] \) and \( \lambda[f] \) belong to the same segment \([k-1, k]\), where \( k \) is a positive integer.

In fact, zeros and poles (the latter are absent) of \( f(z) \) are \((p, 0)\)-separated for each positive integer \( p \). For \( p = [\lambda] + 1 \) we have \( \lim \inf_{r \to \infty} r^{-p} T(r, f) = 0 \). By Theorem 1.1 we then also have \( \lim \sup_{r \to \infty} r^{-p} T(r, f) = 0 \), that is, the growth of \( f(z) \) does not exceed the minimal type of order \( p = [\lambda]+1 \). If \( \lambda \) is a positive integer, we can apply Theorem 1.1 with \( p = \lambda \).

The statement of Corollary 1 is sharp in the sense that for each \( \rho \) and \( \lambda \) (\( \lambda \leq \rho \)) belonging to the same segment \([k-1, k]\), where \( k \) is a positive integer, there exist entire functions with positive zeros of order \( \rho \) and lower order \( \lambda \). For \( k-1 < \lambda \leq \rho < k \) the canonical products considered in n. 1° of Section 5, Chapter 2, p. ?? (we let \( \eta_1 = \lambda \), \( \eta_2 = \rho \) in their construction) are such functions. Now we construct an example of an entire function with positive zeros and \( \rho = k \), \( \lambda = k-1 \), \( k = 1, 2, \ldots \).

**Example 1.** Let \( a_1 = e \), \( a_{n+1} = \exp \exp a_n \) \((n = 1, 2, \ldots)\), \( q_n = a_k^{\ln a_n^{-2}} \). Since the series
\[
\sum_{n=1}^{\infty} q_n a_n^{-k}
\]
converges, by Theorem 3.2 from Chapter 2, the canonical product
\[
f_k(z) = \prod_{n=1}^{\infty} \left\{ E \left( \frac{z}{a_n}, k-1 \right) \right\}^{q_n}
\]
converges. Since
\[
\sum_{n=1}^{m} \frac{a_n^k}{(\ln a_n)^2} = \frac{a_m^k}{(\ln a_m)^2} (1 + o(1)), \quad m \to \infty,
\]
for \( r = a_m \) we have
\[
n(r, 0, f_k) = \frac{r^k}{(\ln r)^2} (1 + o(1)), \quad r \to \infty,
\]
and
\[
n(r, 0, f_k) \leq \frac{r^k}{(\ln r)^2} (1 + o(1)), \quad r \to \infty,
\]
for all \( r > 0 \). Thus, the order of \( n(r, 0, f_k) \) is equal to \( k \). By Theorem 3.4 from Chapter 2 the order of \( f_k(z) \) is also equal to \( k \), moreover, by Remark 2 to Theorem 3.3 from Chapter 2,
\[
(1.6) \quad \ln M(r, f_k) = o(r^k).
\]
Next, by the estimate (3.6) from Chapter 2 (p. ???) we have
\[
\ln M(r, f_k) \leq C(k-1) \left\{ \int_0^r \frac{n(t, 0, f_k)}{t^k} dt + r^k \int_r^\infty \frac{n(t, 0, f_k)}{t^{k+1}} dt \right\}.
\]
For \( r = e^{a_m} = \ln a_{m+1} \) we have
\[
\int_0^r \frac{n(t, 0, f_k)}{t^k} dt \leq n(a_m, 0, f_k) \int_1^r \frac{dt}{t} \leq \frac{n(a_m, 0, f_k)}{k-1} = \frac{a_m^k}{(\ln a_m)^2} (1 + o(1)) = O(\ln^k r), \quad \text{if } k > 1,
\]
\[
\int_0^r \frac{n(t, 0, f_1)}{t^k} dt \leq n(a_m, 0, f_1) \int_1^r \frac{dt}{t} = n(a_m, 0, f_1) \ln r = \frac{a_m}{(\ln a_m)^2} (1 + o(1)) \ln r = O(\ln^2 r),
\]
\[
\int_r^\infty \frac{n(t, 0, f_k)}{t^{k+1}} dt = n(a_m, 0, f_k) \int_r^{a_{m+1}} \frac{dt}{t^{k+1}} + \int_{a_{m+1}}^\infty \frac{n(t, 0, f_k)}{t^{k+1}} dt
\]
\[
\leq \frac{n(a_m, 0, f_k)}{k r^k} + 2 \int_{a_{m+1}}^\infty \frac{dt}{t(\ln t)^2}
\]
\[
= \frac{1}{k r^k} \frac{a_m^k}{(\ln a_m)^2} (1 + o(1)) + \frac{2}{\ln a_{m+1}} = O\left(\frac{\ln^k r}{r^k}\right) + O\left(\frac{1}{r}\right).
\]

Thus, for \( r = e^{a_m} = \ln a_{m+1} \) we have
\[(1.7) \quad \ln M(r, f_k) = O(r^{k-1} \ln^k r), \quad k > 1; \quad \ln M(r, f_1) = O(\ln^2 r),
\]
hence, the lower order of the function \( f_k(z) \) does not exceed \( k - 1 \). Since the order of \( f_k(z) \) is equal to \( k \), then, by Theorem 1.1, the lower order of \( f_k(z) \) cannot be less than \( k - 1 \).

We leave a construction of an example of an entire function with positive zeros and \( k - 1 = \lambda \leq \rho < k \) or \( k - 1 < \lambda \leq \rho = k \) \( (k = 1, 2, \ldots) \) as an exercise.

Corollary 1 and Theorems 6.5 and 6.7 from Chapter 4 immediately imply the following result.

**Corollary 2.** *Deficiencies of entire functions of finite lower order with positive zeros are shift-invariant.*

Using the observation that poles and zeros of a function \( f(z) \) with positive zeros and negative poles are \( (p, 0) \)-separated for each odd \( p \), we get from Theorem 1.1 the following corollary.

**Corollary 3.** *Let \( f(z) \) be a meromorphic function of finite lower order \( \lambda \), with positive zeros and negative poles. Then the growth of the function \( f(z) \) does not exceed the minimal type of order \( 2 \left[ \frac{\lambda + 1}{2} \right] + 1 \). If \( \lambda \geq 1 \) is an odd number, then the limit \( \lim_{r \to \infty} r^{-\lambda} T(r, f) \) exists. In any case, the numbers \( \rho[f] \) and \( \lambda[f] \) belong to the same segment of the form \( [2k-3, 2k-1] \), where \( k \) is a positive integer.*

The following corollary of Theorem 1.1 is also of interest.
Corollary 4. Let $f(z)$ be an entire function of finite lower order $\lambda$, zeros $a_m$ of which satisfy the condition

$$\sum_m \left| \text{Im} \frac{1}{a_m} \right| < \infty. \quad (1.8)$$

Then the growth of $f(z)$ does not exceed the minimal type of order $2 \left\lfloor \frac{\lambda}{2} \right\rfloor + 2$. If $\lambda \geq 2$ is an even number, then the limit $\lim_{r \to \infty} r^{-\lambda}T(r, f)$ exists. In any case, the numbers $\rho[f]$ and $\lambda[f]$ belong to the same segment of the form $[2k - 2, 2k]$, where $k$ is a positive integer.

To prove this corollary it suffices to observe that, by the condition (1.8), zeros and poles of the function $f(z)$ are $(p, \pi/4p)$-separated for each even $p \geq 2$.

Now we show that functions with sufficiently large growth, having separated zeros and poles, have “few” zeros and poles in the sense that the number \[ \kappa(f) = \limsup_{r \to \infty} \frac{N(r; 0, \infty)}{T(r, f)} \]
is strictly less than 2.

Theorem 1.2. Let zeros and poles of a function $f(z)$ be $(p, \eta)$-separated.

(a) If $0 < \limsup_{r \to \infty} r^{-p}T(r, f) < \infty$, then $\kappa(f) = 0$.

(b) If $\limsup_{r \to \infty} r^{-p}T(r, f) = \infty$, then

$$\kappa(f) \leq \frac{2}{1 + \cos p\eta}. \quad (1.9)$$

Proof. In the case (a), by Theorem 1.1 we have $\lim_{r \to \infty} r^{-p}T(r, f) > 0$, that is, $r^p = O(T(r, f))$. By the remark to Theorem 1.1 on p. ??, the relation $n(r, 0, \infty) = o(r^p)$ holds, hence $N(r; 0, \infty) = o(r^p)$. Therefore $\kappa(f) = 0$, Q.E.D.

In the case (b), by Theorem 1.1, we have $\lim_{r \to \infty} r^{-p}T(r, f) = \infty$, that is $r^p = o(T(r, f))$. Therefore, by Lemma 1.1 and relation (1.5), it follows that

$$m(r, f) + m \left( r, \frac{1}{f} \right) \geq \cos p\eta N(r; 0, \infty) + o(T(r, f)).$$

Adding $N(r; 0, \infty)$ to both sides, we get

$$2T(r, f) \geq (1 + \cos p\eta)N(r; 0, \infty) + o(T(r, f)).$$

Dividing both sides by $T(r, f)$ and letting $r$ tend to $\infty$, we get the inequality (1.9).

Let us show that the parameter $\kappa(f)$ can be equal to 2 for a function with $(p, 0)$-separated zeros and poles, and such that $\lim_{r \to \infty} r^{-p}T(r, f) = 0$.

Example 2. For $p = 1$ the function

$$f(z) = f_1(z)/f_1(-z),$$
where $f_k(z)$ is a function from Example 1, is a desired example. In fact, poles and zeros of the function $f(z)$ are $(1, 0)$-separated. Since

$$T(r, f) \leq 2T(r, f_1) \leq 2 \ln^+ M(r, f_1),$$

the relation (1.6) implies that $\lim_{r \to \infty} T(r, f) = 0$. Now we show that $\kappa(f) = 2$. From (1.7) and (1.10) we get that

$$T(r, f) = O(\ln^2 r)$$

for $r = e^{\alpha m}$ and thus the function $f(z)$ has lower order zero. By the corollary of Theorem 3.1 from Chapter 5 (p. ???), the function $f(z)$ cannot have more than one deficient value. Since, obviously, $N(r, f) = N\left(r, \frac{1}{f}\right)$, we have $\delta(0, f) = \delta(\infty, f)$ and hence $\delta(0, f) = \delta(\infty, f) = 0$. From here we get

$$\delta(0, f) = \delta(\infty, f) = 0.$$
Since  
\[ n(r, 0, g_1) + n(r, 0, g_2) = [r^\rho], \]
we have  
\[ n(r; 0, \infty) = n(r, f) + n\left(r, \frac{1}{f}\right) = 2[r^\rho] \]
and  
\[ N(r; 0, \infty) \sim \frac{2}{\rho} r^\rho. \]
Therefore  
\[ (1.12) \quad T(r, f) \geq \left(\frac{1}{\rho} + o(1)\right) r^\rho, \]
and the order of the function \( f(z) \) is equal to \( \rho \).

Let us prove that  
\[ \delta(0, f) = \delta(\infty, f) = 0. \]
Using the estimate  
\[ \ln M(r, g_1) \leq O(q) \left\{ r^q \int_0^r \frac{n(t, 0, g_1)}{t^{q+1}} dt + r^{q+1} \int_r^\infty \frac{n(t, 0, g_1)}{t^{q+2}} dt \right\}, \]
which is valid by Remark 1 to Theorem 3.3 from Chapter 2, and taking into account the fact, that for  
\[ r = e^{r_{2j}} = \ln r_{2j+1} \]
the inequalities
\[ \int_0^r \frac{n(t, 0, g_1)}{t^{q+1}} dt \leq \frac{n(r_{2j}, 0, g_1)}{(q + 1)r^{q+1}} + \int_{r_{2j+1}}^\infty \frac{n(t, 0, g_1)}{t^{q+2}} dt \]
\[ = O\left(\frac{\ln^\rho r}{r^{q+1}}\right) + \int_{r_{2j+1}}^\infty O(t^\rho) \frac{dt}{t^{q+2}} = O\left(\frac{\ln^\rho r}{r^{q+1}}\right) + O\left(r^{\rho-q-1}\right) \]
\[ = O\left(\frac{\ln^\rho r}{r^{q+1}}\right) + O(e^{r(\rho-q-1)}) = O\left(\frac{\ln^\rho r}{r^{q+1}}\right) \]
hold, we get  
\[ (1.13) \quad \ln M(r, g_1) = O(r^{q} \ln^\rho r) + O(\ln^\rho r) = o(r^\rho), \quad r = e^{r_{2j}}. \]
In a similar manner, we get  
\[ (1.14) \quad \ln M(r, g_2) = o(r^\rho), \quad r = e^{r_{2j+1}}. \]

The function  
\[ g(z) = g_1(z)g_2(z) \]
is a canonical product with zeros at points \( k^{1/\rho}, k = 1, 2, \ldots \), and by the asymptotic formula (5.32) from Chapter 2, for each \( \delta > 0 \) the relation
\[ \ln |g(re^{i\varphi})| = \frac{\pi}{\sin \pi \rho} \cos \varphi - \pi \rho + o(r^\rho) \]
holds uniformly in \( \varphi, \delta \leq \varphi \leq 2\pi - \delta. \) Therefore the function  
\[ G(z) = g(z)g(ze^{-i\alpha}), \quad \alpha = \frac{\pi}{\rho}, \]
for each $0 < \delta < \frac{\pi}{2}$, uniformly in $\varphi$, satisfies the asymptotic equalities:
\[
\ln |G(re^{i\varphi})| = 2\pi \sin \rho \varphi r^\alpha + o(r^\alpha), \; \delta \leq \varphi \leq \alpha - \delta,
\]
\[
\ln |G(re^{i\varphi})| = o(r^\alpha), \; \alpha + \delta \leq \varphi \leq 2\pi - \delta.
\]
Applying Theorem 7.4 from Chapter 1, we get
\[
m\left(r, \frac{1}{G}\right) = \left\{ \frac{1}{2\pi} \int_0^\alpha (-2\pi \sin \rho \varphi)^+ d\varphi \right\} r^\alpha + o(r^\alpha).
\]
The function $f(z)$ can be represented in the form
\[
f(z) = \frac{G(z)}{g_2(z) e^{i\beta} g_2(z) e^{i\gamma}},
\]
from where we get
\[
m\left(r, \frac{1}{f}\right) \leq m\left(r, \frac{1}{G}\right) + 4m(r, g_2) \leq m\left(r, \frac{1}{G}\right) + 4 \ln^+ M(r, g_2).
\]
Taking into account (1.15) and (1.14) we get
\[
m\left(r, \frac{1}{f}\right) = o(r^\rho), \; r = e^{r z_i+1},
\]
and using (1.15), (1.13), and (1.12) we conclude that $\delta(\infty, f) = 0$.
The question: is it possible that $\delta(0, f) = 0$ holds under the conditions of Theorem 1.2 (b) with $\eta = 0$, in full generality is still unanswered. Under some additional conditions the answer to this question turns out to be negative.

The following two theorems are fairly easy to prove.

**Theorem 1.3.** Suppose that the conditions of Theorem 1.2 (b) with $\eta = 0$ are satisfied, and suppose, in addition, that the limits
\[
q_1 = \lim \inf_{r \to \infty} \frac{N(r, f)}{N\left(r, \frac{1}{f}\right)} \quad \text{and} \quad q_2 = \lim \sup_{r \to \infty} \frac{N(r, f)}{N\left(r, \frac{1}{f}\right)}
\]
are finite and positive. Then
\[
\delta(0, f) \geq \frac{q_1}{1 + q_1} > 0, \; \delta(\infty, f) \geq \frac{1}{1 + q_2} > 0.
\]

**Theorem 1.4.** Suppose that the conditions of Theorem 1.2 (b) with $\eta = 0$ are satisfied, and suppose that, in addition, there exist numbers $\mu > 1$ and $1 > \nu > 0$, such that
\[
\frac{N(r; 0, \infty)}{N(\mu r; 0, \infty)} \geq \nu, \; r \geq r_0.
\]
Then
\[
\min\{\delta(0, f), \delta(\infty, f)\} \geq \frac{\nu (\cosh(p \ln \mu) - 1)}{2 + \nu (\cosh(p \ln \mu) - 1)} > 0.
\]
Proof of Theorem 1.3. We have
\[
\kappa(f) = \limsup_{r \to \infty} \frac{N(r;0,\infty)}{T(r,f)} \geq \limsup_{r \to \infty} \frac{N\left(r,\frac{1}{T(r,f)}\right)}{\liminf_{r \to \infty} \left(1 + \frac{N(r,f)}{N\left(r,\frac{1}{T(r,f)}\right)}\right)}
\]
\[
= (1 - \delta(0,f))(1 + q_1),
\]
\[
\kappa(f) \geq \limsup_{r \to \infty} \frac{N(r,f)}{T(r,f)} \liminf_{r \to \infty} \left(1 + \frac{N(r,f)}{N(r,f)}\right) = (1 - \delta(\infty,f)) \left(1 + \frac{1}{q_2}\right).
\]
Since the inequality (1.9) with \(\eta = 0\) gives us \(\kappa(f) \leq 1\), we get the inequalities (1.16).

Proof of Theorem 1.4. First we establish that for functions satisfying the conditions of Theorem 1.2 (b) with \(\eta \geq 0\) and the condition (1.17) the following, somewhat more sharp than (1.9) estimate holds:
\[
\kappa(f) \leq \frac{2}{1 + \cos \eta \{1 - \nu + \nu \cosh(p \ln \mu)\}}.
\]

Using Lemma 1.1 and the inequality (1.5), we get
\[
2T(r,f) \geq (1 + \cos \eta)N(r;0,\infty) + p \cos \eta \int_0^r N(t;0,\infty) \sinh \left(p \ln \frac{r}{t}\right) \frac{dt}{t} + o(T(r,f)).
\]

By the condition (1.17) we have
\[
p \int_0^r N(t;0,\infty) \sinh \left(p \ln \frac{r}{t}\right) \frac{dt}{t} \geq p \int_{r/ \mu}^r N(t;0,\infty) \sinh \left(p \ln \frac{r}{t}\right) \frac{dt}{t}
\]
\[
\geq N\left(\frac{r}{\mu};0,\infty\right) p \int_{r/ \mu}^r \sinh \left(p \ln \frac{r}{t}\right) \frac{dt}{t} = N\left(\frac{r}{\mu};0,\infty\right) \{\cosh(p \ln \mu) - 1\}
\]
\[
\geq N(r;0,\infty) \nu \{\cosh(p \ln \mu) - 1\}
\]
We come to the relation
\[
2T(r,f) \geq \{1 + \cos \eta (1 - \nu + \nu \cosh(p \ln \mu))\} N(r;0,\infty) + o(T(r,f)),
\]
whence (1.19) follows.

From (1.19) with \(\eta = 0\) we get
\[
\kappa(f) \leq \frac{2}{2 + \nu \cosh(p \ln \mu) - 1} < 1
\]
and, using (1.11), get (1.18).

The proof of the following theorem is much more difficult.

Theorem 1.5. If the conditions of Theorem 1.2 (b) are satisfied and, in addition, there exists a number \(\xi < \infty\), such that
\[
\sum_m \frac{1}{|a_m|^\xi} + \sum_n \frac{1}{|b_n|^\xi} < \infty, \quad \eta \leq \frac{\pi}{60\xi},
\]
\[
\sum_m \frac{1}{|a_m|^\xi} + \sum_n \frac{1}{|b_n|^\xi} < \infty, \quad \eta \leq \frac{\pi}{60\xi}.
\]
then
\[
\min\{\delta(0,f), \delta(\infty,f)\} \geq A > 0,
\]
where \(A\) is an absolute constant.

Let us mention some of the corollaries of Theorem 1.5.

**Corollary 1.** If the conditions of Theorem 1.2 (b) with \(\eta = 0\) are satisfied and, in addition, there exists a number \(\xi < \infty\), such that (1.20) is satisfied, then (1.21) holds.

Observe that (1.20) is always true for \(\xi > \rho[f]\). Therefore Corollary 1 immediately implies

**Corollary 2.** If the conditions of Theorem 1.2 (b) with \(\eta = 0\) are satisfied and, in addition, the function \(f(z)\) has finite order, then (1.21) holds.

Let us mention, also, the following statements.

**Corollary 3.** Let \(f(z)\) be a function with positive zeros and negative poles. If \(f(z)\) has finite lower order and \(\limsup_{r \to \infty} r^{-1}T(r,f) = \infty\), then (1.21) holds.

**Corollary 4.** Let \(f(z)\) be an entire function with real zeros. If \(f(z)\) has a finite lower order and \(\limsup_{r \to \infty} r^{-2}T(r,f) = \infty\), then (1.21) holds.

Corollary 3 follows from Corollary 2, since, by Corollary 3 of Theorem 1.1 the function \(f(z)\) has finite order. Corollary 4 can be derived from Corollary 2 using Corollary 4 of Theorem 1.1.

Now we turn to auxiliary results needed to prove Theorem 1.5.

**Lemma 1.2.** Let \(\{c_k\}_{k=1}^{\infty}\) be a sequence of points in the complex plane, lying in the angle \(\{\arg z \leq \frac{\pi}{6} - \varepsilon\}\), where \(0 < \varepsilon \leq \frac{\pi}{6}\), and satisfying the condition
\[
\sum_{k=1}^{\infty} \frac{1}{|c_k|^3} < \infty.
\]

Let
\[
g(z) = \prod_{k=1}^{\infty} E\left(\frac{z}{c_k}, 2\right).
\]

Then
\[
\int_{\frac{\pi}{2} - \varepsilon}^{\frac{\pi}{2} + \varepsilon} \ln \left| \frac{g(re^{i\varphi})}{g(-re^{i\varphi})} \right| d\varphi \geq \varepsilon \sin \frac{\varepsilon}{2} N(r, 0, g).
\]

**Proof.** It is easy to see that for \(\Im \zeta > 0\) the equality
\[
\ln \frac{E(\zeta, 2)}{E(-\zeta, 2)} = \ln \left(\frac{1 - \zeta}{1 + \zeta}\right) + 2\zeta = 2 \int_{0}^{\zeta} \frac{t^2 dt}{t^2 - 1}.
\]

\(^1\)By Theorem 3.2 from Chapter 2, the product converges absolutely and uniformly in each finite disc.
holds, where the branches on the logarithm in both cases are chosen in such a way that they have zero value at $\zeta = 0$, and the integral is taken over the segment joining the points 0 and $\zeta$. Separating the real part, we get

$$
\ln \left| \frac{E(r e^{i\phi}, 2)}{E(-r e^{i\phi}, 2)} \right| = 2 \text{Re} \left\{ \int_0^\rho \frac{\tau^2 e^{i\theta} - 1}{\tau^2 e^{i\theta} + 1} d\tau \right\} = 2 \int_0^\rho \frac{\tau^4 \cos \theta - \tau^2 \cos 3\theta}{\tau^4 - 2\tau^2 \cos 2\theta + 1} d\tau,
$$

whence

$$
(1.22) \quad \ln \left| \frac{E\left(e^{i\phi/c_k}, 2\right)}{E\left(-e^{i\phi/c_k}, 2\right)} \right| = 2 \int_0^{r/|c_k|} \frac{\tau^4 \cos(\varphi - \varphi_k) - \tau^2 \cos 3(\varphi - \varphi_k)}{\tau^4 - 2\tau^2 \cos 2(\varphi - \varphi_k) + 1} d\tau,
$$

where $\varphi_k = \arg c_k$.

Since $|\varphi_k| \leq \frac{\pi}{6} - \varepsilon$, for $|\varphi - \frac{\pi}{3}| \leq \frac{\varepsilon}{2}$ we have

$$
\frac{\pi}{6} + \frac{\varepsilon}{2} \leq \varphi - \varphi_k \leq \frac{\pi}{2} - \frac{\varepsilon}{2},
$$

hence

$$
\cos(\varphi - \varphi_k) \geq \cos \left( \frac{\pi}{2} - \frac{\varepsilon}{2} \right) = \sin \frac{\varepsilon}{2};
$$

$$
\cos 3(\varphi - \varphi_k) \leq \cos 3 \left( \frac{\pi}{6} + \frac{\varepsilon}{2} \right) = -\sin \frac{3\varepsilon}{2}.
$$

Therefore (1.22) implies that for $|\varphi - \frac{\pi}{3}| \leq \frac{\varepsilon}{2}$ the inequality

$$
\ln \left| \frac{E\left(e^{i\phi/c_k}, 2\right)}{E\left(-e^{i\phi/c_k}, 2\right)} \right| \geq 2 \int_0^{r/|c_k|} \frac{\tau^4 \sin \varepsilon + \tau^2 \sin \frac{3\varepsilon}{2} \tau^2 d\tau}{\tau^4 + 2\tau^2 + 1} \geq 2 \sin \frac{\varepsilon}{2} \int_0^{r/|c_k|} \frac{\tau^2 d\tau}{\tau^2 + 1}
$$

holds. Adding these inequalities for different values of $k$, we get $(|\varphi - \frac{\pi}{3}| \leq \frac{\varepsilon}{2})$

$$
\ln \left| \frac{g\left(e^{i\phi}ight)}{g\left(-e^{i\phi}\right)} \right| \geq 2 \sin \frac{\varepsilon}{2} \sum_{k=1}^\infty \int_0^{r/|c_k|} \frac{\tau^2 d\tau}{\tau^2 + 1}
$$

$$
= 2 \sin \frac{\varepsilon}{2} \int_0^\infty dn(t, 0, g) \int_0^{r/t} \frac{\tau^2 d\tau}{\tau^2 + 1} \geq 2 r^3 \sin \frac{\varepsilon}{2} \int_0^\infty \frac{n(t, 0, g)}{t^2(r^2 + t^2)} dt
$$

$$
\geq 2 r^3 \sin \frac{\varepsilon}{2} \int_0^\infty \frac{n(t, 0, g)}{t} dt \geq \sin \frac{\varepsilon}{2} \int_0^\infty \frac{n(t, 0, g)}{t} dt = \sin \frac{\varepsilon}{2} \mathcal{N}(r, 0, g).
$$

Integrating with respect $\varphi$ from $\frac{\pi}{3} - \frac{\varepsilon}{2}$ to $\frac{\pi}{3} + \frac{\varepsilon}{2}$, we get the desired inequality. □

**Lemma 1.3.** Let $G(z)$, $G(0) = 1$, be a meromorphic function with all zeros in the angle $\left\{ |\arg z| \leq \frac{\pi}{60} \right\}$ and all poles in the angle $\left\{ |\pi - \arg z| \leq \frac{\pi}{60} \right\}$, and let

$$
(1.23) \quad \lim_{r \to \infty} r^{-1} T(r, G) = \infty.
$$

Suppose, in addition, that $G(z)$ is of the form

$$
(1.24) \quad G(z) = e^{S(z)} G_1(z),
$$

where $G_1(z)$ is a meromorphic function of genus at most 2, and $S(z)$ is an entire function.
Then
\begin{equation}
\min\{\delta(0, G), \delta(\infty, G)\} \geq A > 0, \tag{1.25}
\end{equation}
where \( A \) is an absolute constant.

**Proof.** First we consider the case when the genus of the function \( G(z) \) itself does not exceed 2. Let
\[
g(z) = \prod_m E\left(\frac{z}{a_m}, 2\right) \prod_n E\left(-\frac{z}{b_n}, 2\right).
\]

Then
\[
\frac{G(z)}{G(-z)} = e^{Cz} g(z)
\]
where \( C \) is some constant. Applying Lemma 1.2 with \( \varepsilon = \frac{9}{10} \cdot \frac{\pi}{6} \), we get
\[
\int_{\frac{\pi}{2} - \varepsilon}^{\frac{\pi}{2} + \varepsilon} \ln \left| \frac{G(re^{i\varphi})}{G(-re^{i\varphi})} \right| d\varphi \geq \int_{\frac{\pi}{2} - \varepsilon}^{\frac{\pi}{2} + \varepsilon} \ln \left| \frac{g(re^{i\varphi})}{g(-re^{i\varphi})} \right| d\varphi - |C| r \varepsilon
\]
\[
\geq \varepsilon \sin \frac{\varepsilon}{2} N(r, 0, G) + O(r)
\]
\[
= \left( \frac{3\pi}{20} \sin \frac{3\pi}{40} \right) \{N(r, 0, G) + N(r, \infty, G)\} + O(r). \tag{1.26}
\]

Zeros and poles of the function \( G(z)/G(-z) \), obviously, are \( \left( 1, \frac{\pi}{60} \right) \)-separated.

By Lemma 1.1 we have the inequality
\[
\frac{1}{2\pi} \int_0^{2\pi} \ln \left| \frac{G(re^{i\varphi})}{G(-re^{i\varphi})} \right| \cos \varphi d\varphi \geq \cos \frac{\pi}{60} \left\{ N\left(r, \frac{G(z)}{G(-z)}\right) + N\left(r, \frac{G(z)}{G(-z)}\right) \right\}
\]
\[
+ O(r) = 2 \cos \frac{\pi}{60} \{N(r, 0, G) + N(r, \infty, G)\} + O(r).
\]

By \( 2\pi \)-periodicity of the function \( G(re^{i\varphi}) \) in \( \varphi \), we have the equality
\[
\frac{1}{2\pi} \int_0^{2\pi} \ln \left| \frac{G(-re^{i\varphi})}{G(re^{i\varphi})} \right| d\varphi = 0.
\]

Adding it to the preceding inequality we get
\[
\frac{1}{2\pi} \int_0^{2\pi} \ln \left| \frac{G(-re^{i\varphi})}{G(re^{i\varphi})} \right| (1 - \cos \varphi) d\varphi \geq 2 \cos \frac{\pi}{60} \{N(r, 0, G) + N(r, \infty, G)\} + O(r).
\]

Since
\[
2m\left(r, \frac{G(-z)}{G(z)}\right) \geq \frac{1}{2\pi} \int_0^{2\pi} \ln \left| \frac{G(-re^{i\varphi})}{G(re^{i\varphi})} \right| (1 - \cos \varphi) d\varphi
\]
\[
= \frac{1}{2\pi} \int_0^{2\pi} \ln \left| \frac{G(re^{i\varphi})}{G(-re^{i\varphi})} \right| (1 - \cos \varphi) d\varphi + \frac{1}{2\pi} \int_0^{2\pi} \ln \left| \frac{G(-re^{i\varphi})}{G(re^{i\varphi})} \right| (1 - \cos \varphi) d\varphi,
\]
it follows from here, that \( \varepsilon = \frac{9}{10} \cdot \frac{\pi}{6} \)

\[
2m \left( r, \frac{G(-z)}{G(z)} \right) \geq \frac{1}{2\pi} \int_{0}^{2\pi} \ln \left| \frac{G(re^{i\varphi})}{G(-re^{i\varphi})} \right| (1 - \cos \varphi) d\varphi \quad + 2 \cos \frac{\pi}{60} \{N(r, 0, G) + N(r, \infty, G)\} + O(r) \\
\geq \frac{1}{2\pi} \left( 1 - \cos \frac{\pi}{4} \right) \int_{\frac{\pi}{4}}^{\frac{3\pi}{4}} \ln \left| \frac{G(re^{i\varphi})}{G(-re^{i\varphi})} \right| d\varphi \quad + 2 \cos \frac{\pi}{60} \{N(r, 0, G) + N(r, \infty, G)\} + O(r).
\]

Using (1.26) we get

\[
2m \left( r, \frac{G(-z)}{G(z)} \right) \geq \left\{ \frac{3}{40} \left( 1 - \cos \frac{\pi}{4} \right) \sin \frac{3\pi}{40} + 2 \cos \frac{\pi}{60} \right\} \{N(r, 0, G) + N(r, \infty, G)\} + O(r).
\]

Since

\[
m \left( r, \frac{G(-z)}{G(z)} \right) \leq m(r, G) + m \left( r, \frac{1}{G(z)} \right) = 2T(r, G) - \{N(r, 0, G) + N(r, \infty, G)\} = 2T(r, G) - N(r; 0, \infty),
\]

we have

\[
T(r, G) \geq \frac{1}{2} \left\{ 1 + \frac{3}{80} \left( 1 - \cos \frac{\pi}{4} \right) \sin \frac{3\pi}{40} + \cos \frac{\pi}{60} \right\} N(r; 0, \infty) + O(r).
\]

Straightforward computation shows that the number in braces exceeds 2.0004. Denoting this number by 2 + 2\( B \), where \( B > 0.0002 \), we get

\[
T(r, G) \geq (1 + B)N(r; 0, \infty) + O(r),
\]

by (1.23), this inequality implies

\[
\kappa(G) \leq 1/(1 + B).
\]

Using the inequality (1.11) and letting \( A = B/(1 + B) \), we get (1.25).

In the case when the genus of \( G(z) \) exceeds 2, the function \( S(z) \) in the representation (1.24) is either a polynomial of degree at least 3, or an entire transcendent function. In both cases, by Lemma 6.2, we have

\[
r^3 = O(T(r, e^{S(z)})).
\]

Since the genus of \( G_1(z) \) does not exceed 2, we have

\[
T(r, G_1) = o(r^3),
\]

and hence

\[
N(r, 0, G) = N(r, 0, G_1) = o(r^3), \quad N(r, \infty, G) = N(r, \infty, G_1) = o(r^3),
\]

\[
r^3 = O(T(r, e^{S(z)}) + T(r, G_1)) = O(T(r, G)).
\]

Therefore \( \delta(0, G) = 1, \delta(\infty, G) = 1 \). The proof of the lemma is completed. \( \square \)
Now we turn to the proof of Theorem 1.5.

Without loss of generality we may assume that all zeros of the function $f(z)$ are in the region $D_p^1(\eta)$ and all of its poles are in the region $D_p^2(\eta)$. In fact, by (1.1) the products
\[ \pi_1(z) = \prod_{a_m \notin D_p^1(\eta)} E\left( \frac{z}{a_m}, p - 1 \right), \pi_2(z) = \prod_{b_n \notin D_p^2(\eta)} E\left( \frac{z}{b_n}, p - 1 \right) \]
are absolutely convergent. Let
\[ f_1(z) = f(z)\frac{\pi_2(z)}{\pi_1(z)}. \]
Then all zeros of the function $f_1(z)$ are in $D_p^1(\eta)$, and all of its poles are in $D_p^2(\eta)$, the function $f_1(z)$ also satisfies (1.20), and since $T(r, \pi_j) = o(r^p)$, $j = 1, 2$, we have
\[ T(r, f_1) = T(r, f) + o(r^p), \]
\[ N(r, \infty, f_1) = N(r, \infty, f) + o(r^p), \]
\[ N(r, 0, f_1) = N(r, 0, f) + o(r^p), \]
and because (see the proof of Theorem 1.2 (b)) $r^p = o(T(r, f))$, we get
\[ \lim_{r \to \infty} r^{-p}T(r, f_1) = \infty, \delta(0, f_1) = \delta(0, f), \delta(\infty, f_1) = \delta(\infty, f). \]

We may assume also, that
\[ \sum_{m} \frac{1}{|a_m|^q} + \sum_{n} \frac{1}{|b_n|^q} = \infty, \]
(1.27)
since otherwise we have $N(r, \infty, f) = o(r^p)$, $N(r, 0, f) = o(r^p)$, and hence $\delta(0, f) = \delta(\infty, f) = 1$.

Thus, we assume that all zeros of the function $f(z)$ are in the region $D_p^1(\eta)$, and all of its poles are in the region $D_p^2(\eta)$, and the condition (1.27) is satisfied.

Note that then $\xi > p$, where $\xi$ is the number appearing in the statement of the theorem; and denote by $q$ a positive integer satisfying
\[ \sum_{m} \frac{1}{|a_m|^q} + \sum_{n} \frac{1}{|b_n|^q} = \infty; \sum_{m} \frac{1}{|a_m|^{q+1}} + \sum_{n} \frac{1}{|b_n|^{q+1}} < \infty. \]
(1.28)
It is clear that the inequality
\[ p \leq q \leq \lfloor \xi \rfloor \]
holds.

By (1.28) the function $f(z)$ can be represented in the form
\[ f(z) = e^{H(z)} \prod_{m} E\left( \frac{z}{a_m}, q \right) \prod_{n} E\left( \frac{z}{b_n}, q \right), \]
where $H(z)$ is an entire function. We choose an odd number $s$ in such a way, that
\[ ps \leq q < p(s + 2), \]
(1.29)
and let
\[ l = ps, \omega = \exp\left( \frac{2\pi i}{l} \right). \]
Consider the function
\( F(z) = \prod_{k=0}^{l-1} f(\omega^k z). \) (1.30)

Using the equality \((\nu = 0, 1, 2, \ldots)\)
\[
\sum_{k=0}^{l-1} \omega^k \nu = \begin{cases} \frac{l}{l}, & \text{if } \nu \text{ is divisible by } l, \\ 0, & \text{if } \nu \text{ is not divisible by } l, \end{cases}
\]
we easily get
\[
\prod_{k=0}^{l-1} E(\omega^k z, q) = E(z, \left[ \frac{q}{l} \right]), \quad \sum_{k=0}^{l-1} H(\omega^k z) = S(z),
\]
where \( S(z) \) is an entire function. Therefore we have
\[
F(z) = e^{S(z)} \prod_{m} E \left( \frac{z}{a_m}, \left[ \frac{q}{l} \right] \right) \prod_{n} E \left( \frac{z}{b_n}, \left[ \frac{q}{l} \right] \right).
\]

Let us show that the meromorphic function
\[
G(z) = F(z^{1/l}) = e^{S(z)} \prod_{m} E \left( \frac{z}{a_m}, \left[ \frac{q}{l} \right] \right) \prod_{n} E \left( \frac{z}{b_n}, \left[ \frac{q}{l} \right] \right)
\]
satisfies the conditions of Lemma 1.3 and the inequalities
\[
\delta(0, G) \leq \delta(0, f), \quad \delta(\infty, G) \leq \delta(\infty, f) \quad (1.31)
\]
hold.

Since (1.29) implies \( q < l + 2p \leq 3l \), we have \( \left[ \frac{q}{l} \right] \leq 2 \). The conditions
\[
| \arg(a_m - \frac{2j}{p}) | \leq \eta, \quad | \arg(b_n - \frac{2j + 1}{p}) | \leq \eta
\]
\((j \geq 0 \text{ is an integer})\) imply that
\[
| \arg(a_m^l - s \pi 2j) | \leq \eta \eta, \quad | \arg(b_n^l - s \pi 2j + 1) | \leq \eta \eta,
\]
where \( s \) is defined by (1.29). Taking into account that \( s \) is odd, and \( \eta q \leq \left[ \frac{\xi}{\eta} \right] \leq \frac{\pi}{60} \), we observe that all zeros of the function \( G(z) \) are in the angle \( \left\{ | \arg z | \leq \frac{\pi}{60} \right\} \), and all of its poles are in the angle \( \left\{ | \pi - \arg z | \leq \frac{\pi}{60} \right\} \).

Now we show that zeros and poles of different factors in (1.30) cannot cancel each other, this fact will be used later on. Zeros of all function \( f(\omega^k z) \), \( k = 0, 1, \ldots, l-1 \), belong to the set
\[
\bigcup_{k=0}^{l-1} \bigcup_{j=0}^{p} \left\{ | \arg z - k \frac{2\pi}{l} - \frac{2j}{p} | \leq \eta, \; 0 < |z| < \infty \right\},
\]
and their poles belong to the set
\[ \bigcup_{k=0}^{l-1} \bigcup_{j=0}^{p} \left\{ \left| \arg z - \frac{2\pi}{l} - \pi \frac{2j+1}{p} \right| \leq \eta, \ 0 < |z| < \infty \right\}. \]

Let us show that these sets have an empty intersection.

Assume the contrary, let \( z \) be a point belonging to both sets. Then there exist integers \( k_1, j_1, k_2, j_2 \), such that
\[ \left| \arg z - \frac{2\pi}{l} - \pi \frac{2j_1}{p} \right| \leq \eta, \ \left| \arg z - \frac{2\pi}{l} - \pi \frac{2j_2+1}{p} \right| \leq \eta \]

Hence
\[ \left| \frac{2}{l} k_1 - \frac{2}{p} j_1 \right| + \left| \frac{2}{l} k_2 - \frac{2}{p} j_2 \right| \leq 2\eta, \]
and since \( l = ps \), we have
\[ \frac{\pi}{ps} \left| \frac{2}{s} k_1 - \frac{2}{s} j_1 \right| - 2(j_2 - j_1) - 1 \leq 2\eta. \]

Because the distance from a fraction with an even numerator and the odd denominator \( s \) to an arbitrary odd number is not less than \( 1/s \), we get
\[ \frac{\pi}{ps} \leq 2\eta, \]
and since \( ps \leq q < \xi, \eta \leq \frac{\pi}{60\xi} \), we get a contradiction.

It is clear that all points \( a_m \) are zeros of the function \( G(z) \), and all points \( b_n \) are its poles. If we assumed that \( \liminf_{r \to \infty} r^{-1} T(r, G) < \infty \), we would get
\[ \sum_m \frac{1}{|a_m|} + \sum_n \frac{1}{|b_n|} < \infty. \]
But this contradicts (1.28) since \( l \leq q \). Therefore (1.23) holds, and hence the function \( G(z) \) satisfies the conditions of Lemma 1.3.

To prove (1.31) observe that (1.30) implies
\[ T(r, G) = T(r^{1/l}, F) \leq \frac{1}{l} T(r^{1/l}, f). \]

Next, since, as we have already shown, zeros and poles of different factors in (1.30) cannot cancel each other, the equalities
\[ N(r, \infty, G) = N(r^{1/l}, \infty, F) = lN(r^{1/l}, \infty, f); \]
\[ N(r, 0, G) = N(r^{1/l}, 0, F) = lN(r^{1/l}, 0, f) \]
hold. The inequalities (1.31) follow immediately from (1.32) and (1.33).

Applying Lemma 1.3 to the function \( G(z) \) and using (1.31), we get the conclusion of Theorem 1.5.
2. Meromorphic functions with poles and zeros located close to a system of rays

In this section we shall use systematically angular Nevanlinna characteristics and the results of Sections 5 and 6 from Chapter 1, and Section 3 from Chapter 3. Denote by \( D = D(\alpha_1, \ldots, \alpha_n) \) the system of rays

\[
\bigcup_{j=1}^n \{ \arg z = \alpha_j \}, \quad \alpha_1 < \alpha_2 < \cdots < \alpha_n < \alpha_{n+1} = \alpha_1 + 2\pi.
\]

Let

\[
\omega_j(D) = \frac{\pi}{\alpha_{j+1} - \alpha_j} \quad (j = 1, \ldots, n), \quad \omega(D) = \max_{1 \leq j \leq n} \omega_j(D).
\]

Let \( f(z) \) be a meromorphic function, and \( a \) be a number from the extended complex plane. We introduce the function

\[
U_D(r, a, f) = \max_{1 \leq t \leq r} \sum_{j=1}^n t^{\omega_j(D) - \omega(D)} \tilde{C}_{\alpha_j, \alpha_{j+1}}(t, a, f).
\]

The growth of the function \( U_D(r, a, f) \) as \( r \to \infty \) is one of the natural ways to measure how distant are the \( a \)-points of the function \( f(z) \) from the system \( D(\alpha_1, \ldots, \alpha_n) \) of rays. Note that the relations \( U_D(r, a, f) \equiv 0 \) means that all \( a \)-points of the function \( f(z) \) lying outside the disc \( \{ |z| \leq 1 \} \) belong to the system \( D(\alpha_1, \ldots, \alpha_n) \) of rays. The relation \( U_D(r, a, f) = O(1) \) holds if the number of \( a \)-points not lying on the rays of the system \( D(\alpha_1, \ldots, \alpha_n) \) is finite, but it can also hold in cases when the number of such points is infinite.

**Example 1.** The condition \( U_D(r, a, f) = O(1) \) for the system \( D(0, \pi) \) is equivalent to the condition

\[
\sum_{r_m > 1} \frac{|\sin \varphi_m|}{r_m} < \infty,
\]

where \( r_m e^{i\varphi_m} \) are \( a \)-points of the function \( f(z) \), listed without taking into account their multiplicities. In fact, we have

\[
\tilde{C}_{0\pi}(r, a, f) = 2 \sum_{1 < r_m < r} \sum_{0 < \varphi_m < \pi} \left( \frac{1}{r_m^2} - \frac{r_m}{r^2} \right) \sin \varphi_m \leq 2 \sum_{1 < r_m < r} \frac{\sin \varphi_m}{r_m} \leq 2 \sum_{r_m > 1} \frac{\sin \varphi_m}{r_m};
\]

\[
\tilde{C}_{0\pi}(r, a, f) \geq 2 \sum_{1 < r_m < r} \sum_{0 < \varphi_m < \pi} \left( \frac{1}{r_m^2} - \frac{r_m}{r^2} \right) \sin \varphi_m \geq 2 \sum_{1 < r_m < r} \frac{\sin \varphi_m}{r_m} \geq 2 \sum_{1 < r_m < r} \frac{3}{4} \frac{\sin \varphi_m}{r_m}.
\]

\(^2\)The parameters \( \tilde{C}_{\alpha\beta}(r, a, f) \) were defined on p.???
Estimating in a similar way the parameter $\bar{C}_{\pi,2\pi}(r,a,f)$ and observing that for the system $D(0,\pi)$ we have $\omega_1(D) = \omega_2(D) = \omega(D) = 1$ and

$$U_D(r,a,f) = \max_{1 \leq t \leq r} \{ \bar{C}_0\pi(t,a,f) + \bar{C}_{\pi,2\pi}(t,a,f) \} = \bar{C}_0\pi(r,a,f) + \bar{C}_{\pi,2\pi}(r,a,f),$$

we verify the claim stated above. It is clear that (2.1) holds, for example, when $r_m = m$, $\varphi_m = 1/m$.

Observe that letting $z_m = r_m e^{i\varphi_m}$, we can rewrite the condition (2.1) in the form

$$\sum_{|z_m| > 1} \left| \text{Im} \frac{1}{z_m} \right| < \infty.$$

For $a \neq b$ we let

$$U_D(r,a,b;f) = U_D(r,a,f) + U_D(r,b,f),$$

in the cases when $f$ is clear from context, we write $U_D(r,a,b)$ and $U_D(r,a,f)$ instead of $U_D(r,a,b;f)$ and $U_D(r,a,f)$, respectively.

The quantity

$$\mu(E) = \limsup_{r \to \infty} r^{-1} \operatorname{mes}(E \cap (0,r)),$$

defined for a measurable subset $E \subset [0,\infty)$, will be called the upper relative measure of $E$.

It is easy to see that the following statements are true.

(a) $0 \leq \mu(E) \leq 1$ for each $E$.

(b) If $E \subset \bigcup_{k=1}^{m} E_k$, $m < \infty$, then $\mu(E) \leq \sum_{k=1}^{m} \mu(E_k)$.

(c) If the logarithmic measure of $E$ is finite (that is, $\int_{E \cap [1,\infty)} r^{-1} \, dr < \infty$), then\(^3\) $\mu(E) = 0$.

Denote by $L'$ the class of all measurable subsets $E \subset [0,\infty)$ satisfying $\mu(E) < 1$. We shall repeatedly use the property of the class $L'$ described in the following lemma.

**Lemma 2.1.** Let $u(r)$ and $v(r)$ be two non-decreasing functions such that $u(r) \leq v(r)$ for all $r \geq 0$, excluding, possibly, a set $E \in L'$. Then there exists a constant $K$, $1 \leq K < \infty$, such that for all sufficiently large $r$ the inequality $u(r) \leq v(Kr)$ holds.

**Proof.** Suppose that there exists a sequence $r_n \uparrow \infty$, such that

$$u(r_n) > v \left( \frac{2}{1 - \mu(E)} r_n \right).$$

\(^3\)In fact,

$$\operatorname{mes}(E \cap (0,r)) = \int_{E \cap (0,\sqrt{r})} dt + \int_{E \cap ([\sqrt{r},r])} dt \leq \sqrt{r} + r \int_{E \cap ([\sqrt{r},r])} t^{-1} \, dt = o(r).$$
Consider the set \( E_1 = \bigcup_{n=1}^{\infty} (r_n, r_{n1}) \), where \( r_{n1} = \frac{2}{1 - \mu(E)} r_n \). It is clear that

\[
\mu(E_1) \geq \limsup_{n \to \infty} r_n^{-1} \text{mes} (E_1 \cap (0, r_n)) \\
\geq \limsup_{n \to \infty} r_n^{-1} (r_{n1} - r_n) = \frac{1 + \mu(E)}{2} > \mu(E).
\]

Therefore there exists a point \( r \in E_1 \setminus E \). Let \( r \in (r_k, r_{k1}) \), then we have \( u(r_k) \leq u(r) \leq v(r) \leq v(r_{k1}) = v \left( \frac{2}{1 - \mu(E)} r_k \right) \), we get a contradiction. \( \square \)

We introduce the parameter

\[
\delta'(a, f) = \sup_{C \in E} \liminf_{r \to \infty} \frac{\frac{m(r, a)}{T(r, f)}}{r} = 1 - \limsup_{r \to \infty} \frac{N(r, a)}{T(r, f)}.
\]

Comparing with the parameter \( \delta(a, f) \) and the parameter \( \delta^*(a, f) \) introduced in Section 6 of Chapter 4 (p. ???), we see that

\[
\delta(a, f) \leq \delta^*(a, f) \leq \delta'(a, f),
\]

thus, for each deficient value \( a \) the inequality \( \delta'(a, f) > 0 \) holds.

The following theorem is the main result of this section.

**Theorem 2.1.** Let \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays, \( f(z) \) be a meromorphic function satisfying \( \delta'(a, f) > 0 \) for some \( a \neq 0, \infty \). Then the growth category of \( f(z) \) does not exceed the growth category of

\[
\nu^{w(D)} \{ U_D(r, 0, \infty) + 1 \}.
\]

Let us agree for the remainder of this section that \( K \) will be used for different finite, positive, independent of \( r \) constants.

The condition \( \delta'(a, f) > 0 \) implies that the inequality

\[
T(r, f) \leq \frac{2}{\delta'(a, f)} m(r, a), \ r \notin B_1
\]

holds, where \( B_1 \subset [0, \infty) \) is a set satisfying \( \mu(B_1) < 1 \). By Lemma 2.1 from Chapter 3 (p. ???) we have

\[
m(r, a) \leq m \left( r, \frac{f}{f'} \right) + Q(r, f).
\]

We assume that \( f(z) \) is transcendental, since otherwise Theorem 2.1 is trivial. Then

\[
Q(r, f) = O(\ln r) + O(\ln T(r, f)) \leq \frac{1}{2} T(r, f)
\]

outside some set \( B_2 \subset [0, \infty) \) of finite measure, and (2.2) and (2.3) imply that for \( r \notin B_2 = B_1 \cup B_2 \) the inequality

\[
T(r, f) \leq K m \left( r, \frac{f}{f'} \right)
\]

holds. Observe that \( \mu(B_3) \leq \mu(B_1) + \mu(B_2) = \mu(B_1) < 1 \).

Next, we need to estimate \( m \left( r, \frac{f}{f'} \right) \) from above in terms of \( U_D(r, 0, \infty) \). Since such estimates are of independent interest, we state them as a separate theorem.
Theorem 2.2. Let \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays, \( f(z) \) be a meromorphic function, \( \varepsilon > 0 \) and \( d > 1 \) be preassigned numbers.

(A) For all \( r \geq 0 \) except, possibly, a subset \( E \subset [0, \infty) \) satisfying \( \mu(E) < \varepsilon \), the inequality

\[
m(\rho, \frac{f}{f'}) \leq K r^{d \omega(D)} \{ U_D(r, 0, \infty) + \ln r + 1 \}^d \{ \ln^+ T(r, f) + 1 \}^d
\]

holds.

(B) If the function \( f(z) \) satisfies the condition

\[
\int_1^\infty r^{-\varepsilon} \ln^+ T(r, f) dr < \infty, \quad \varepsilon = \min_{1 \leq j \leq n} \omega_j(D),
\]

then for all \( r \geq 0 \) except, possibly, a subset \( E \subset [0, \infty) \) satisfying \( \mu(E) < \varepsilon \), the inequality

\[
m(\rho, \frac{f}{f'}) \leq K r^{\omega(D)} \{ U_D(r, 0, \infty) + 1 \}
\]

holds.

To prove Theorem 2.2 we need estimates from above for

\[
m_{\alpha\beta}(r, f) = \frac{1}{2\pi} \int_\alpha^\beta \ln^+ |f(r e^{i\varphi})| d\varphi,
\]

where \( f(z) \) is an arbitrary meromorphic function and \( 0 < \beta - \alpha < 2\pi \), in terms of the Nevanlinna characteristic \( S_{\alpha\beta}(r, f) \). Such estimates are given by the following theorem. Its proof is rather tedious, and will be postponed till Section 3 of the present chapter.

Theorem 2.3. Let \( f(z) \) be a function meromorphic in the angle \( \{ \alpha \leq \arg z \leq \beta \} \), \( 0 < \beta - \alpha < 2\pi \); \( \varepsilon > 0 \) and \( d > 1 \) be preassigned numbers; \( \omega = \pi / (\beta - \alpha) \). For all \( r \geq 0 \) except, possibly, a subset \( E \subset [0, \infty) \) satisfying \( \mu(E) < \varepsilon \), the inequalities

\[
m_{\alpha\beta}(r, f) \leq K r^{\omega(D)} \{ S_{\alpha\beta}(r, f) + 1 \}^d,
\]

\[
m_{\alpha\beta}(r, f) \leq K r^{\omega(D)} \{ S_{\alpha\beta}(dr, f) + 1 \}
\]

hold.

Now we prove the statement (A) of Theorem 2.2.

By Theorem 2.3 for all \( r \geq 0 \) except, possibly, a subset \( E_j \subset [0, \infty) \) satisfying \( \mu(E_j) < \frac{\varepsilon}{n} \), the inequality

\[
m_{\alpha_j\alpha_{j+1}}(r, \frac{f}{f'}) \leq K r^{\omega_j(D)} \left\{ S_{\alpha_j\alpha_{j+1}}(r, \frac{f}{f'}) + 1 \right\}^d
\]

holds \( (j = 1, \ldots, n) \). Applying Theorem 5.2 from Chapter 1 (p. ???) and Theorem 3.1 from Chapter 3 (p. ???), we get

\[
S_{\alpha_j\alpha_{j+1}}(r, \frac{f}{f'}) = A_{\alpha_j\alpha_{j+1}}(r, \frac{f'}{f'}) + B_{\alpha_j\alpha_{j+1}}(r, \frac{f'}{f'})
\]

\[
+ C_{\alpha_j\alpha_{j+1}}(r, \frac{f'}{f'}) + O(1) = C_{\alpha_j\alpha_{j+1}}(r, \frac{f'}{f'}) + Q_{\alpha_j\alpha_{j+1}}(r, f).
\]

Recalling that, by the definition of \( Q_{\alpha_j\alpha_{j+1}}(r, f) \) (see p. ???),

\[
Q_{\alpha_j\alpha_{j+1}}(r, f) = O(\ln r) + O(\ln T(r, f))
\]
outside some set $E_j^{(1)} \subset [0, \infty)$ of finite measure, and using the obvious equality

\[(2.9) \quad C_{\alpha_j, \alpha_{j+1}} \left( r, \frac{f'}{f} \right) = \bar{C}_{\alpha_j, \alpha_{j+1}} (r, f) + \bar{\bar{C}}_{\alpha_j, \alpha_{j+1}} \left( r, \frac{1}{f} \right), \]

we get that for $r \notin E = \bigcup_{j=1}^n (E_j \cup E_j^{(1)})$ the inequality

\[
m \left( r, \frac{f}{f'} \right) = \sum_{j=1}^n m_{\alpha_j, \alpha_{j+1}} \left( r, \frac{f}{f'} \right)
\leq K \sum_{j=1}^n r^{\omega_j(D)} \left\{ \bar{C}_{\alpha_j, \alpha_{j+1}} (r, f) + \bar{\bar{C}}_{\alpha_j, \alpha_{j+1}} \left( r, \frac{1}{f} \right) + \ln r + \ln^+ T(r, f) \right\}^d
\leq K r^{\omega(D)} \sum_{j=1}^n \left\{ r^{\omega_j(D)} - \omega(D) \left( \bar{C}_{\alpha_j, \alpha_{j+1}} (r, f) + \bar{\bar{C}}_{\alpha_j, \alpha_{j+1}} \left( r, \frac{1}{f} \right) + \ln r + \ln^+ T(r, f) \right) \right\}^d
\]

holds. Using the inequality $\sum_j a_j^d \leq \left( \sum_j a_j \right)^d$, $a_j \geq 0$, $d > 1$, we get from here, that for $r \notin E$ the inequality

\[
m \left( r, \frac{f}{f'} \right) \leq K r^{\omega(D)} \left\{ \sum_{j=1}^n r^{\omega_j(D)} - \omega(D) \left( \bar{C}_{\alpha_j, \alpha_{j+1}} (r, f) + \bar{\bar{C}}_{\alpha_j, \alpha_{j+1}} \left( r, \frac{1}{f} \right) + \ln r + \ln^+ T(r, f) \right) \right\}^d
\leq K r^{\omega(D)} \left( U_D(r, 0, \infty) + \ln r + \ln^+ T(r, f) \right)^d
\leq K r^{\omega(D)} \left( U_D(r, 0, \infty) + \ln r + 1 \right)^d \left\{ \ln^+ T(r, f) + 1 \right\}^d
\]

holds. Since

\[
\mu(E) \leq \sum_{j=1}^n \mu(E_j \cup E_j^{(1)}) \leq \sum_{j=1}^n \{ \mu(E_j) + \mu(E_j^{(1)}) \} < \varepsilon,
\]

the statement (A) of Theorem 2.2 has been proved.

Next, by Theorem 2.3, for all $r \geq 0$ except, possibly, a subset $E_j' \subset [0, \infty)$ satisfying $\mu(E_j') < \frac{\varepsilon}{n}$, the inequality

\[
m_{\alpha_j, \alpha_{j+1}} \left( r, \frac{f}{f'} \right) \leq K r^{\omega_j(D)} \left\{ S_{\alpha_j, \alpha_{j+1}} \left( dr, \frac{f}{f'} \right) + 1 \right\}
\]

holds $(j = 1, \ldots, n)$. Using (2.8), (2.9) and observing, that by the condition (2.6) and the definition of $Q_{\alpha_j, \alpha_{j+1}} (r, f)$ (see p. ???) the relation $Q_{\alpha_j, \alpha_{j+1}} (r, f) = O(1)$
holds, we conclude that for \( r \notin E' = \bigcup_{j=1}^{n} E_j' \) the inequality
\[
m\left( r, \frac{f}{f'} \right) = \sum_{j=1}^{n} m_{\alpha, \alpha_j+1} \left( r, \frac{f}{f'} \right) \\
\leq K \sum_{j=1}^{n} \nu_{\omega_j(D)} \left\{ C_{\alpha_j, \alpha_j+1} (dr, f) + \tilde{C}_{\alpha_j, \alpha_j+1} \left( dr, \frac{1}{f} \right) + K \right\} \\
\leq K r^{\nu\omega(D)} \{ U_D(dr, 0, \infty) + 1 \}
\]
holds. Since \( \mu(E') \leq \sum_{j=1}^{n} \mu(E_j') < \varepsilon \), we have proved the statement (B) of Theorem 2.2.

Now we turn to the proof of Theorem 2.1.
We may assume that the order of the function \( U_D(r, 0, \infty) \) is finite, otherwise Theorem 2.1 is trivial.

First we show that this assumption implies that the order of the function \( f(z) \) is also finite.

Let \( B_3 \) be a set outside which the inequality (2.4) holds. We choose \( \varepsilon > 0 \) to be so small that \( \mu(B_3) + \varepsilon < 1 \). To estimate \( m \left( r, \frac{f}{f'} \right) \) we use the statement (A) of Theorem 2.2. Let \( E \) be a set, such that \( \mu(E) < \varepsilon \) and for \( r \notin E \) the inequality (2.5) holds. The inequalities (2.4) and (2.5) imply that for \( r \notin B_4 = B_3 \cup E \) the inequality
\[
T(r, f) \leq K r^{\nu\omega(D)} \{ U_D(r, 0, \infty) + \ln r + 1 \}^d \{ \ln^+ T(r, f) + 1 \}^d
\]
holds. For each \( \varepsilon_1, 0 < \varepsilon_1 < 1 \), we can find \( r_1 > 0 \), such that
\[
\{ \ln^+ T(r, f) + 1 \}^d \leq T^{\varepsilon_1}(r, f), \ r \geq r_1.
\]
Therefore (2.10) implies that for \( r \notin B_5 = B_4 \cup (0, r_1) \) we have
\[
T(r, f) \leq K r^{\nu\omega(D)} \{ U_D(r, 0, \infty) + 1 \}^d
\]

We denote the function from the right-hand side of this inequality by \( v(r) \). It is a non-decreasing function, and for all \( r \notin B_5 \) the inequality \( T(r, f) \leq v(r) \) holds. Since
\[
\mu(B_3) \leq \mu(B_3) + \mu(E) + \mu((0, r_1)) < \mu(B_3) + \varepsilon < 1,
\]
by Lemma 2.1, for all sufficiently large \( r \) the inequality \( T(r, f) \leq v(Kr) \) holds. Since \( U_D(r, 0, \infty) \), and hence \( v(r) \) have finite order, then \( f(z) \) also has finite order.

To prove Theorem 2.1 it suffices to get the inequality
\[
T(r, f) \leq K r^{\nu\omega(D)} \{ U_D(Kr, 0, \infty) + 1 \}, \ r \geq K.
\]
This inequality can be obtained using (2.4) and the statement (B) of Theorem 2.2 (the condition (2.6) is satisfied since, as we have proved, the order of \( f(z) \) is finite). In fact, choose so small \( \varepsilon > 0 \), that \( \mu(B_3) + \varepsilon < 1 \), and denote by \( E \) a set satisfying \( \mu(E) < \varepsilon \) and such that for \( r \notin E \) the inequality (2.7) holds. The inequalities (2.4) and (2.7) imply that for \( r \notin B_4 = B_3 \cup E \) the inequality
\[
T(r, f) \leq K r^{\nu\omega(D)} \{ U_D(dr, 0, \infty) + 1 \}
\]
holds. Since \( \mu(B_3) \leq \mu(B_3) + \varepsilon < 1 \), applying Lemma 2.1 we get (2.13). Our proof of Theorem 2.1 is complete. \( \square \)
The statement of Theorem 2.1 is no longer true if we drop the condition that for some \( a \neq 0, \infty \) the inequality \( \delta'(a, f) > 0 \) holds. In fact, for each entire function \( f(z) \) without zeros the condition \( \delta(0, f) = \delta(\infty, f) = 1 \) holds, and for each system \( D \) of rays we have \( U_D(r, 0, \infty) = 0 \). However the growth of such entire function \( f(z) \) can be arbitrarily rapid.

We consider also the following example.

**Example 2.** Let \( \{h_k\}_{k=1}^{\infty} \) and \( \{A_k\}_{k=1}^{\infty} \) be sequences of positive numbers such that \( \lim_{k \to \infty} h_k = \infty \), \( \sum_{k=1}^{\infty} A_k < \infty \). Consider the meromorphic function

\[
f(z) = \sum_{k=1}^{\infty} \frac{A_k}{z - h_k}.
\]

By the corollary of Theorem 6.1 from Chapter 5 (p. ???) we have

\[
T(r, f) = N(r, f) + o(1).
\]

Since the growth of \( N(r, f) \) depends on the choice of the sequence \( h_k \) only, then, choosing an appropriate sequence we can assure that the function \( f(z) \) has a pre-assigned growth category. Next, since for \( \Im z \neq 0 \) we have

\[
\Im f(z) = -\Im z \cdot \sum_{k=1}^{\infty} \frac{A_k}{|z - h_k|^2} \neq 0,
\]

and for real negative \( z \) the function \( f(z) \) is negative, then all real non-negative values the function \( f(z) \) takes on the ray \( \{\arg z = 0\} \) only. This ray can be considered as the system \( D = D(0) \), for which \( \omega(D) = 1/2 \).

Thus, there exist functions of an arbitrary preassigned growth, such that for infinitely many values of \( b \) the equality \( U_{D(0)}(r, b) \equiv 0 \) holds. It shows that, if we do not suppose that \( \delta'(a, f) > 0 \) for some \( a \neq 0, \infty \), then we cannot estimate the growth category of \( f(z) \) not only by means of the growth category of the function \( r^{\omega(D)} \{U_D(r, 0, \infty) + 1\} \), but even by means of the growth categories of the functions of the form

\[
r^{\omega(D)} \left\{ \sum_{\nu=1}^{q} U_D(r, b_\nu) + 1 \right\},
\]

for an arbitrarily large \( q \).

Let us mention some corollaries of Theorem 2.1.

**Corollary 1.** Let \( a, b, \) and \( c \) be three different numbers from the extended complex plane, \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays. If a meromorphic function \( f(z) \) satisfies the condition \( \delta'(a, f) > 0 \), then its category of growth does not exceed the category of the function \( r^{\omega(D)} \{U_D(r, b, c) + 1\} \).

To prove this corollary it suffices to apply Theorem 2.1 to the function \( L(f(z)) \), where \( L(w) \) is a linear-fractional transformation mapping the points \( b \) and \( c \) onto the points \( 0 \) and \( \infty \), respectively.

**Corollary 2.** Let \( a, b, \) and \( c \) be three different numbers from the extended complex plane, \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays. If a meromorphic function \( f(z) \) satisfies the conditions \( \delta'(a, f) > 0 \), \( U_D(r, b, c) = O(1) \), then the growth of the function \( f(z) \) does not exceed normal type of order \( \omega(D) \).
Since for an entire function \( f(z) \) the condition \( \delta(\infty, f) = 1 \) holds, we have

**Corollary 3.** Let \( a \) and \( b \), \( a \neq b \), be complex numbers, \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays, \( f(z) \) be an entire function. If the condition \( U_D (r, a, b) = O(1) \) holds, then the growth of \( f(z) \) does not exceed normal type of order \( \omega(D) \).

This growth estimate cannot be improved.

**Example 3.** Let us show that for each system \( D = D(\alpha_1, \ldots, \alpha_n) \) of rays it is possible to construct an entire function \( \Phi_D(z) \) of normal type of order \( \omega(D) \) such that for each \( a \) the relation \( U_D(r, a) = O(1) \) holds.

Let \( \{ \alpha_{j_0} \leq \arg z \leq \alpha_{j_0+1} \} \) be an angle formed by rays of the system \( D \), such that \( \omega_{j_0}(D) = \omega(D) \). Denoting, as in Section 5 of Chapter 2, the Mittag-Leffler function by \( E_p(z) \), let

\[
\Phi_D(z) = E_{\omega(D)} \left( z \exp \left( -i \frac{\alpha_{j_0} + \alpha_{j_0+1}}{2} \right) \right).
\]

Let us show that \( \Phi_D(z) \) is a desired function.

By the result proved in Section 5 of Chapter 2 (see (5.40)), the function \( \Phi_D(z) \) is a function of normal type of order \( \omega(D) \), and its modulus is bounded outside the angle \( \{ \alpha_{j_0} < \arg z < \alpha_{j_0+1} \} \). Therefore we have \((j = 1, \ldots, n)\)

\[
A_{\alpha_j\alpha_{j+1}}(r, \Phi_D) = O(1), \quad B_{\alpha_j\alpha_{j+1}}(r, \Phi_D) = O(1),
\]

and hence \((j = 1, \ldots, n)\)

\[
S_{\alpha_j\alpha_{j+1}}(r, \Phi_D) = O(1).
\]

But then, by Theorem 5.1 from Chapter 1, for each \( a \) we have

\[
C_{\alpha_j\alpha_{j+1}}(r, a) \leq S_{\alpha_j\alpha_{j+1}}(r, \Phi_D) + O(1) = O(1),
\]

from where

\[
U_D(r, a) = \max_{1 \leq j \leq r} \sum_{j=1}^n t^{\omega_j(D)-\omega(D)} C_{\alpha_j\alpha_{j+1}}(t, a) \leq \sum_{j=1}^n C_{\alpha_j\alpha_{j+1}}(r, a) = O(1).
\]

Observe that the condition \( U_D(r, a) = O(1) \) will also be satisfied for the entire function

\[
\sum_{j=1}^n E_{\omega_j(D)} \left( z \exp \left( -i \frac{\alpha_j + \alpha_{j+1}}{2} \right) \right).
\]

Applying Corollary 3 to the system \( D(0, \pi) \) and using the comments made at the beginning of this section (see Example 1) we get

**Corollary 4.** Let \( f(z) \) be an entire function, \( a \neq b \) be complex numbers, \( \{z_m\} \) be the set of all solutions of the equations \( f(z) = a \) and \( f(z) = b \), in which each solution is listed only once, regardless its multiplicity. If the condition

\[
\sum_{|z_m| > 1} \left| \frac{1}{z_m} \right| < \infty
\]

is satisfied, then the growth of the function \( f(z) \) does not exceed normal type of order 1.

Note that the function \( f(z) = \sin z \) takes all real values \( a, |a| \leq 1 \), on the real line only.
Considering (2.11) we get

\[ T(r, f) = N(r, a) + m(r, a) + O(1). \]

Using (2.3) and assuming that the function \( f(z) \) is transcendental, we get that for all \( r \geq 0 \) except, possibly, a set of finite length, the inequality

\[ T(r, f) \leq K \left( N(r, a) + m \left( \frac{r}{f} \right) \right) \]

holds. To estimate \( m \left( \frac{r}{f} \right) \) we use the statement (A) of Theorem 2.2. For all \( r \geq 0 \) except, possibly, a set \( B_1 \) such that \( \mu(B_1) < \varepsilon < 1 \) we have

\[
T(r, f) \leq KN(r, a) + Kr^{d\omega(D)} \{ U_D(r, 0, \infty) + \ln r + 1 \}^d\{ \ln^+ T(r, f) + 1 \}^d \\
\leq K\{ N(r, a) + r^{d\omega(D)}(U_D(r, 0, \infty) + \ln r + 1)^d \{ \ln^+ T(r, f) + 1 \}^d.
\]

Taking into account (2.11) we get

\[ T(r, f) \leq K \{ N(r, a) + r^{d\omega(D)}(U_D(r, 0, \infty) + \ln r + 1)^d \}^{1/\varepsilon_1} \]

\[ (r \notin B_1, 0 < \varepsilon_1 < 1). \]

Denote by \( v(r) \) the function in the right-hand side. By Lemma 2.1, for sufficiently large \( r \) the inequality \( T(r, f) \leq v(Kr) \) holds. By the definition of a Borel exceptional value, the order of \( N(r, a) \) is finite. We may assume that the order of the function \( U_D(r, 0, \infty) \) is also finite, otherwise Theorem 2.4 is trivial. Therefore the order of \( v(r) \), and hence of the function \( f(z) \), is finite.

To estimate \( m \left( \frac{r}{f} \right) \) we use the statement (B) of Theorem 2.2. We get that for all \( r \geq 0 \) except, possibly some set \( B_2 \) satisfying \( \mu(B_2) < \varepsilon < 1 \), the inequality

\[ T(r, f) \leq K \{ N(r, a) + r^{d\omega(D)}(U_D(dr, 0, \infty) + 1) \}
\]

holds. Using Lemma 2.1 we get that for sufficiently large \( r \) the estimate

\[ T(r, f) \leq K \{ N(Kr, a) + r^{\omega(D)}(U_D(Kr, 0, \infty) + 1) \}
\]

holds. Since the category of the characteristic \( N(r, a) \) is lower than the category of the characteristic \( T(r, f) \), the conclusion of the theorem follows.

The condition of positivity of \( \delta'(a, f) \) for some \( a \neq 0, \infty \) in Theorem 2.1 can be replaced by a condition of more general character which can be stated in the following way: there exist a finite set \( \{ a_1, \ldots, a_q \} \), \( a_{\nu} \neq 0, \infty, \nu = 1, \ldots, q \) of numbers, such that the quantity

\[
\delta'(a_1, \ldots, a_q; f) = \sup_{C \in E} \liminf_{r \to \infty} \sum_{\nu=1}^{q} m(r, a_{\nu}) / T(r, f)
\]
is positive. In fact, this condition implies that outside some set \( B_1 \), \( \mu(B_1) < 1 \), the inequality
\[
T(r, f) \leq \frac{2}{\delta'(a_1, \ldots, a_q; f)} \sum_{\nu=1}^q m(r, a_{\nu})
\]
holds. By Lemma 2.1 from Chapter 3 we have
\[
\sum_{\nu=1}^q m(r, a_{\nu}) \leq m(r, f) + Q(r, f).
\]
Therefore we again get the inequality (2.4) outside some set of relative upper measure \(< 1\), from here, as it was already shown, the conclusion of Theorem 2.1 follows.

Theorem 2.1 admits also the following generalization.

**Theorem 2.5.** Let \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays, \( f(z) \) be a meromorphic function, such that for some \( a \neq 0, \infty \) and some integer \( l \geq 0 \) the inequality \( \delta'(a, f^{(l)}) > 0 \) holds. Then the category of the function \( f(z) \) does not exceed the category of the function
\[
r^\omega(D) \{U_D(r, 0, \infty; f) + 1\}.
\]

**Proof.** Now the role of the inequality (2.4) will be played by the inequality
\[
(2.15) \quad T(r, f) \leq K \sum_{\nu=0}^{l-1} m \left( r, \frac{f^{(\nu)}}{f^{(\nu+1)}} \right).
\]
Let us show that this inequality takes place for all \( r \geq 0 \) except, possibly, some set \( B_1 \subset [0, \infty) \) such that \( \mu(B_1) < 1 \).

The condition \( \delta'(a, f^{(l)}) > 0 \) together with Lemma 2.1 from Chapter 3, applied to \( f^{(l)}(z) \), imply that for \( r \notin B_2 \), where \( B_2 \subset [0, \infty) \) is some set satisfying \( \mu(B_2) < 1 \), the inequality
\[
T(r, f^{(l)}) \leq \frac{2}{\delta'(a, f^{(l)})} m(r, a, f^{(l)}) \leq \frac{2}{\delta'(a, f^{(l)})} m \left( r, \frac{f^{(l)}}{f^{(l+1)}} \right) + Q(r, f^{(l)})
\]
holds. Since
\[
T(r, f) = N(r, f) + m(r, f) \leq N(r, f^{(l)}) + m \left( r, \frac{f^{(l)}}{f^{(l+1)}} \right) + m(r, f^{(l)})
\]
\[
\leq N(r, f^{(l)}) + \sum_{\nu=0}^{l-1} m \left( r, \frac{f^{(\nu)}}{f^{(\nu+1)}} \right) + m(r, f^{(l)})
\]
\[
= T(r, f^{(l)}) + \sum_{\nu=0}^{l-1} m \left( r, \frac{f^{(\nu)}}{f^{(\nu+1)}} \right),
\]
we get
\[
T(r, f) \leq \frac{2}{\delta'(a, f^{(l)})} \sum_{\nu=0}^{l} m \left( r, \frac{f^{(\nu)}}{f^{(\nu+1)}} \right) + Q(r, f^{(l)}).
\]
By Theorem 2.3 from Chapter 3, for all \( r \geq 0 \) except, possibly, a set of finite measure, the inequality
\[
Q(r, f^{(l)}) = Q(r, f) \leq \frac{1}{2} T(r, f)
\]
holds (we suppose that the function $f(z)$ is transcendental). From here it follows that (2.15) holds for all $r \geq 0$ except, possibly, some set $B_1 \subset [0, \infty)$ satisfying $\mu(B_1) < 1$.

Next, we need to estimate $m \left( r, \frac{f^{(\nu)}}{f^{(\nu+1)}} \right)$, $\nu = 0, \ldots, l$, from above in terms of $U_D(r, 0, \infty; f)$. For this we need, besides Theorem 2.2, the following inequality:

$$U_D(r, 0, \infty; f^{(\nu)}) \leq KU_D(r, 0, \infty; f) + \sum_{j=1}^{n} Q_{\alpha_j, \alpha_{j+1}}(r, f).$$

(2.16) To prove this inequality we use the induction. For $\nu = 0$ the inequality is trivial. Suppose that it is true for some $\nu \geq 0$. We have

$$\tilde{C}_{\alpha_{j+1}, \alpha_j}(r, f^{(\nu+1)}) = \tilde{C}_{\alpha_{j+1}, \alpha_j}(r, f^{(\nu)}),$$

(2.17) By Theorem 5.2 from Chapter 1 the inequality

$$\tilde{C}_{\alpha_{j+1}, \alpha_j}(r, \frac{f^{(\nu+1)}}{f^{(\nu+1)}}) \leq \tilde{S}_{\alpha_j, \alpha_{j+1}}\left( r, \frac{f^{(\nu+1)}}{f^{(\nu)}} \right) + O(1)$$

$$= A_{\alpha_j, \alpha_{j+1}}\left( r, \frac{f^{(\nu+1)}}{f^{(\nu)}} \right) + B_{\alpha_j, \alpha_{j+1}}\left( r, \frac{f^{(\nu+1)}}{f^{(\nu)}} \right) + C_{\alpha_j, \alpha_{j+1}}\left( r, \frac{f^{(\nu+1)}}{f^{(\nu)}} \right) + O(1)$$

holds. Using Theorem 3.1 from Chapter 3 and the fact that the relation (2.14) from Chapter 3 (p. ??) remains true if we replace $Q(r, f)$ by $Q_{\alpha_j, \alpha_{j+1}}(r, f)$ (this was established in Theorem 3.3 from Chapter 3), we get

$$A_{\alpha_j, \alpha_{j+1}}\left( r, \frac{f^{(\nu+1)}}{f^{(\nu)}} \right) + B_{\alpha_j, \alpha_{j+1}}\left( r, \frac{f^{(\nu+1)}}{f^{(\nu)}} \right) = Q_{\alpha_j, \alpha_{j+1}}(r, f^{(\nu)}) = Q_{\alpha_j, \alpha_{j+1}}(r, f),$$

hence

$$\tilde{C}_{\alpha_{j+1}, \alpha_j}\left( r, \frac{f^{(\nu)}}{f^{(\nu+1)}} \right) \leq Q_{\alpha_j, \alpha_{j+1}}(r, f) + C_{\alpha_j, \alpha_{j+1}}\left( r, \frac{f^{(\nu+1)}}{f^{(\nu)}} \right)$$

$$= \tilde{C}_{\alpha_{j+1}, \alpha_j}(r, f^{(\nu)}) + \tilde{C}_{\alpha_{j+1}, \alpha_j}\left( r, \frac{1}{f^{(\nu)}} \right) + Q_{\alpha_j, \alpha_{j+1}}(r, f).$$

From here and from (2.17) we get the inequality

$$\tilde{C}_{\alpha_{j+1}, \alpha_j}(r, f^{(\nu+1)}) + \tilde{C}_{\alpha_{j+1}, \alpha_j}\left( r, \frac{1}{f^{(\nu+1)}} \right)$$

$$\leq 2 \left\{ \tilde{C}_{\alpha_{j+1}, \alpha_j}(r, f^{(\nu)}) + \tilde{C}_{\alpha_{j+1}, \alpha_j}\left( r, \frac{1}{f^{(\nu)}} \right) \right\} + Q_{\alpha_j, \alpha_{j+1}}(r, f),$$

and we conclude that

$$U_D(r, 0, \infty; f^{(\nu+1)}) \leq 2U_D(r, 0, \infty; f^{(\nu)}) + \sum_{j=1}^{n} Q_{\alpha_j, \alpha_{j+1}}(r, f).$$

Using the induction hypothesis, we get (2.16).
Let $\varepsilon > 0$ be so small that $\mu(B_1) + l\varepsilon < 1$, where $B_1$ is a set, outside which the inequality (2.15) holds. By the statement (A) of Theorem 2.2, for all $r \geq 0$ except, possibly, a subset $E_\nu \subset [0, \infty)$, $\mu(E_\nu) < \varepsilon$, the following inequality holds ($d > 1$).

$$m\left(r, \frac{f^{(\nu)}}{f^{(\nu+1)}}\right) \leq Kr^{d\omega(D)}\{U_D(r, 0, \infty; f^{(\nu)}) + \ln r + 1\}^d\{\ln^+ T(r, f^{(\nu)}) + 1\}^d.$$

Using the inequality (2.16) and Theorem 2.3 from Chapter 3 we get that for all $r \geq 0$ except, possibly, a subset $E_\nu^{(1)} \subset [0, \infty)$ satisfying $\mu(E_\nu^{(1)}) < \varepsilon$, the inequality

$$m\left(r, \frac{f^{(\nu)}}{f^{(\nu+1)}}\right) \leq Kr^{d\omega(D)}\{U_D(r, 0, \infty; f) + \ln r + 1\}^d\{\ln^+ T(r, f) + 1\}^d$$

holds. From here, using (2.15) and (2.11) we conclude that outside a set whose upper relative measure does not exceed $\mu(B_1) + l\varepsilon < 1$, and, as in the proof of Theorem 2.1, we derive the conclusion that the function $f(z)$ has finite order.

Next, using the statement (B) of Theorem 2.2 and the inequality (2.16) we get that for all $r \geq 0$ except, possibly a set $E_\nu^{(2)}$ satisfying $\mu(E_\nu^{(2)}) < \varepsilon$, the inequality

$$m\left(r, \frac{f^{(\nu)}}{f^{(\nu+1)}}\right) \leq Kr^{d\omega(D)}\{U_D(dr, 0, \infty; f^{(\nu)}) + 1\} \leq Kr^{d\omega(D)}\{U_D(dr, 0, \infty; f) + 1\}$$

holds. From here and from (2.15) we conclude that outside a set whose upper relative measure does not exceed $\mu(B_1) + l\varepsilon < 1$, the inequality (2.14) holds. Q.E.D.

**Corollary.** Let $D = D(\alpha_1, \ldots, \alpha_n)$ be a system of rays, $f(z)$ be a meromorphic function, such that for some $a \neq 0, \infty$ and some integer $l \geq 0$ the inequality $\delta'(a, f^{(l)}) > 0$ holds. If $U_D(r, 0, \infty; f) = O(1)$, then the growth of $f(z)$ does not exceed normal type of order $\omega(D)$.

Under a more restrictive assumption than $U_D(r, 0, \infty; f) = O(1)$, we can get an additional information about the asymptotic behavior of the function $f(z)$.

**Theorem 2.6.** Let $D = D(\alpha_1, \ldots, \alpha_n)$ be a system of rays, $f(z)$ be a meromorphic function, such that for some $a \neq 0, \infty$ and some integer $l \geq 0$ the inequality $\delta'(a, f^{(l)}) > 0$ holds. If for some $b \neq 0, \infty$ and some integer $m \geq 0$ the relation

$$\sum_{j=1}^{n}\{C_{\alpha_j, \alpha_{j+1}}(r, 0, f) + C_{\alpha_j, \alpha_{j+1}}(r, \infty, f) + C_{\alpha_j, \alpha_{j+1}}(r, b, f^{(m)})\} = O(1)$$

holds, then the growth of the function $f(z)$ does not exceed normal type of order $\omega(D)$, besides, as $r \to \infty$ missing, possibly, a set of finite logarithmic measure, we have, uniformly in $\varphi$, $\alpha_j \leq \varphi \leq \alpha_{j+1}$, $j = 1, \ldots, n$, the relation

$$|f(re^{i\varphi})| = r^{\omega_j(D)}c_j \sin(\omega_j(D)(\varphi - \alpha_j)) + o(r^{\omega_j(D)}),$$

where $c_j$, $j = 1, \ldots, n$, are real constants.

The proof of Theorem 2.6 is based on the following theorem about the behavior of functions with the bounded characteristic $S_{\alpha\beta}(r, f)$ in the angle $\{\alpha \leq \arg z \leq \beta\}$.
Theorem 2.7. Let \( f(z) \) be a function meromorphic in the angle \( \{ \alpha \leq \text{arg} z \leq \beta \} \), \( 0 < \beta - \alpha \leq 2\pi \), and such that \( S_{\alpha\beta}(r, f) = O(1) \). As \( r \to \infty \) missing, possibly, some set of finite logarithmic measure, the relation

\[
\ln |f(re^{i\varphi})| = r^c \sin \{ \omega(\varphi - \alpha) \} + o(r^\omega)
\]

holds uniformly in \( \varphi \), \( \alpha \leq \varphi \leq \beta \), where \( c \) is a constant and \( \omega = \pi/(\beta - \alpha) \).

Theorem 2.7 will be proved in Section 3.

We need also the following lemma.

Lemma 2.2. Let \( f(z) \) be a function meromorphic in the angle \( \{ \alpha \leq \text{arg} z \leq \beta \} \). For each \( b \neq 0, \infty \) and for each integer \( m \geq 0 \) the inequality

\[
S_{\alpha\beta}(r, f) \leq C_{\alpha\beta}(r, \infty, f) + C_{\alpha\beta}(r, 0, f) + C_{\alpha\beta}(r, b, f^{(m)}) + Q_{\alpha\beta}(r, f)
\]

holds.

This lemma follows immediately from an analogue of the relation (2.17) from Chapter 3 for Nevanlinna characteristics for half-plane. The validity of this analogue was established in Theorem 3.3 from Chapter 3.

Now we prove Theorem 2.6. Since the condition (2.18) implies \( U_D(r, 0, \infty; f) = O(1) \), then, by Theorem 2.5, the growth of the function \( f(z) \) does not exceed normal type of order \( \omega(D) \). Next, we apply Lemma 2.2 to the function \( f(z) \) in each of the angles \( \{ \alpha_j \leq \text{arg} z \leq \alpha_{j+1} \} \), \( j = 1, 2, \ldots, n \). Since the function \( f(z) \) has the finite order, we have \( Q_{\alpha_j\alpha_{j+1}}(r, f) = O(1), j = 1, \ldots, n \), therefore using the condition (2.18) and Lemma 2.2 we get \( S_{\alpha_j\alpha_{j+1}}(r, f) = O(1), j = 1, \ldots, n \). Applying Theorem 2.7 in each of the angles \( \{ \alpha_j \leq \text{arg} z \leq \alpha_{j+1} \} \), we get the statement of Theorem 2.6.

Remark 1. If a meromorphic function \( f(z) \) and a system \( D = D(\alpha_1, \ldots, \alpha_n) \) of rays satisfy the condition (2.18) for some \( b \neq 0, \infty \) and some integer \( m \geq 0 \), and besides

\[
(2.20) \quad \int_1^\infty \frac{\ln^+ T(r, f)}{r^{\omega(D)+1}} \, dr < \infty, \quad q(D) = \min_{1 \leq j \leq n} \omega_j(D),
\]

then, as \( r \to \infty \) missing, possibly, a set of finite logarithmic measure, the relation

\[
\ln |f(re^{i\varphi})| = r^{\omega_j(D)} c_j \sin \{ \omega_j(D)(\varphi - \alpha_j) \} + o(r^{\omega_j(D)}),
\]

holds uniformly in \( \varphi \), \( \alpha_j \leq \varphi \leq \alpha_{j+1} \), \( j = 1, \ldots, n \).

In fact, the condition (2.20) implies that \( Q_{\alpha_j\alpha_{j+1}}(r, f) = O(1) \). Therefore, using the condition (2.18) and Lemma 2.2 we again get \( S_{\alpha_j\alpha_{j+1}}(r, f) = O(1) \), after that we use Theorem 2.7.

Remark 2. Under the conditions of Theorem 2.6, as \( r \to \infty \), outside some set of finite logarithmic measure the relations

\[
\ln |f(re^{i\alpha_j})| = o(r^{g_j(D)}), \quad g_j(D) = \min(\omega_{j-1}(D), \omega_j(D))
\]

hold \( (j = 1, \ldots, n) \). These relations can be supplemented by the following relations:

\[
(2.21) \quad \int_1^\infty \frac{\ln |f(te^{i\alpha_j})|}{t^{g_j(D)+1}} \, dt < \infty, \quad j = 1, \ldots, n.
\]
In fact, in the proof of Theorem 2.6 we established that \( S_{\alpha_j, \alpha_{j+1}}(r, f) = O(1) \), \( j = 1, \ldots, n \). Therefore by Theorem 5.2 from Chapter 1 we have \( A_{\alpha, \alpha_{j+1}}(r, f) + A_{\alpha_j, \alpha_{j+1}}(r, f, 1) = O(1) \), \( j = 1, \ldots, n \). Since \( (\omega_j = \omega_j(D), \ j = 1, \ldots, n) \)

\[
A_{\alpha_j, \alpha_{j+1}}(r, f) + A_{\alpha_j, \alpha_{j+1}}(r, f, 1) = \frac{\omega_j}{\pi} \int^r \left( \frac{1}{t^\omega_j} - \frac{t^{\omega_j}}{r^{2\omega_j}} \right) \left\{ |\ln |f(te^{i\alpha_j})|| + |\ln |f(te^{i\alpha_{j+1}})|| \right\} \frac{dt}{t} \\
\geq \frac{\omega_j}{\pi} \int^r \left( \frac{1}{t^\omega_j} - \frac{t^{\omega_j}}{r^{2\omega_j}} \right) \left\{ |\ln |f(te^{i\alpha_j})|| + |\ln |f(te^{i\alpha_{j+1}})|| \right\} \frac{dt}{t} \\
\geq \frac{\omega_j}{\pi} \left( 1 - \frac{1}{2} \right) \int^r \frac{t^{-\omega_j} \{ |\ln |f(te^{i\alpha_j})|| + |\ln |f(te^{i\alpha_{j+1}})|| \}}{t} \frac{dt}{t},
\]

we easily get (2.21).

**Remark 3.** The statement of Theorem 2.6 remains true if we replace \( f(z) \) in the relation (2.19) by \( \frac{\alpha f^{(l)}(z) + \beta}{\gamma f^{(l)}(z) + \delta} \), where \( \alpha \delta - \beta \gamma \neq 0 \), and \( l \geq 0 \) is an integer. This follows from the relations

\[
S_{\alpha_j, \alpha_{j+1}}(r, \frac{\alpha f + \beta}{\gamma f + \delta}) = S_{\alpha_j, \alpha_{j+1}}(r, f) + O(1), \ \alpha \delta - \beta \gamma \neq 0,
\]

\[
S_{\alpha_j, \alpha_{j+1}}(r, f^{(l)}) \leq (l + 1)S_{\alpha_j, \alpha_{j+1}}(r, f) + Q_{\alpha_j, \alpha_{j+1}}(r, f).
\]

The first of these relations holds by (6.11) from Chapter 1 (p. ???), and the second relation is an analogue of (2.13) from Chapter 3 (p. ???), it holds by Theorem 3.3 from Chapter 3.

The following corollary of Theorem 2.6 can be obtained using Remark 2.

**Corollary 1.** Let \( f(z) \) be an entire function, \( a \neq b \) be complex numbers, \( \{z_m\} \) be the set of all roots of the equations \( f(z) = a \) and \( f(z) = b \), each root is listed according to its multiplicity. If the condition

\[
\sum_m \left| \text{Im} \frac{1}{z_m} \right| < \infty
\]

is satisfied, then the function \( f(z) \) has growth of at most normal type of order 1, besides, as \( r \to \infty \) outside some set of finite logarithmic measure, the relation

\[
\ln |f(re^{i\varphi})| = \begin{cases} 
rc_1 \sin \varphi + o(r), & 0 \leq \varphi \leq \pi, \\
rc_2 \sin \varphi + o(r), & \pi \leq \varphi \leq 2\pi
\end{cases}
\]

holds uniformly in \( \varphi \), where \( c_1 \) and \( c_2 \) are constants, and

\[
\int_{-\infty}^{\infty} \frac{|\ln |f(t)||}{1 + t^2} dt < \infty.
\]

The assumptions of this corollary are close to, but are somewhat stronger (we take into account the multiplicity of \( a \)- and \( b \)-points) the assumptions of Corollary 3 of Theorem 2.1 for the system \( D(0, \pi) \).
Observe that the statement of Corollary 1 remains true for each entire function $f(z)$ having at most normal type of order 1, and satisfying the condition
\[
\int_{-\infty}^{\infty} \frac{\ln |f(t)|}{1 + t^2} dt < \infty.
\]

In fact, for such function we have
\[
S_0(r, f) = \frac{1}{\pi} \int_1^r \left( \frac{1}{t^2} - \frac{1}{r^2} \right) \{\ln^+ |f(t)| + \ln^+ |f(-t)|\} dt
+ \frac{2}{\pi r} \int_0^\pi \ln^+ |f(re^{i\varphi})| \sin \varphi d\varphi = O(1),
\]
and, similarly, $S_{\pi, 2\pi}(r, f) = O(1)$. Therefore the desired conclusion follows from Theorem 2.7 and Remark 2.

Theorem 2.6 and Remark 3 immediately imply

**Corollary 2.** Under the assumptions of Theorem 2.6 for each number $d$ from the extended complex plane and each integer $p \geq 0$ the relation
\[
m(r, d, f^{(p)}) = cr \omega(D) + o(r \omega(D)), c \geq 0,
\]
holds as $r \to \infty$ missing, possibly, some set of finite logarithmic measure ($c \geq 0$ is a constant which, in general, depends on $d$ and $p$).

Now we prove the following theorem.

**Theorem 2.8.** Let $D = D(\alpha_1, \ldots, \alpha_n)$ be a system of rays, $f(z)$ be a meromorphic function, such that for some $a \neq 0, \infty$ the relation $\delta'(a, f) > 0$ holds. If for some $b \neq 0, \infty$ and some integer $m \geq 0$ the relation (2.18) holds, and, in addition
\[
\limsup_{r \to \infty} r^{-\omega(D)} T(r, f) > 0,
\]
then
\[
\liminf_{r \to \infty} r^{-\omega(D)} T(r, f) > 0
\]
and the function $f(z)$ has at most $s$ deficient values, where $s$ is the number of angles \{\alpha_j \leq \arg z \leq \alpha_{j+1}\}, such that $\omega_j(D) = \omega(D)$.

**Proof.** For all $r \geq 0$ except, possibly, a subset $B_1 \subset [0, \infty)$ satisfying $\mu(B_1) < 1$, the inequality
\[
T(r, f) \leq \frac{2}{\delta'(a, f)} m(r, a, f)
\]
holds. By Corollary 2 of Theorem 2.6 the relation
\[
m(r, a, f) = cr \omega(D) + o(r \omega(D)), c \geq 0,
\]
holds, as $r \to \infty$ missing, possibly, a set $B_2$ of finite logarithmic measure. If the constant $c$ in (2.24) were 0, then outside a set $B_3$ satisfying $\mu(B_3) < 1$, the condition
\[
T(r, f) = o(r \omega(D))
\]
would hold. By Lemma 2.1 we would derive from here that the function $f(z)$ has growth of at most minimal type of order $\omega(D)$, which would contradict (2.22). Thus
we have $c > 0$ in (2.24), and since $T(r, f) \geq m(r, a, f) + O(1)$, we have
\begin{equation}
(2.25) \quad T(r, f) \geq cr^{\omega(D)} + o(r^{\omega(D)}), \quad r \notin B_2.
\end{equation}

Take an arbitrary sequence $\{r_k\}_{k=1}^{\infty}$, $r_k \uparrow \infty$. If the condition $T(r_k, f) = o(r_k^{\omega(D)})$ were satisfied, since the function $T(r, f)$ is non-decreasing, we would have
\begin{equation}
(2.26) \quad \max_{r_k/2 \leq r \leq r_k} T(r, f) = o(r_k^{\omega(D)}).
\end{equation}

Since the set $\bigcup_{k=1}^{\infty} \left( \frac{1}{2} r_k, r_k \right)$ has an infinite logarithmic measure, we can find in it a sequence $\{\rho_r\}_{r=1}^{\infty}$, $\rho_r \uparrow \infty$, such that $\rho_r \notin B_2$. By (2.25) we would get $T(\rho_r, f) \geq c\rho_r^{\omega(D)} + o(\rho_r^{\omega(D)})$, which contradicts (2.26). Thus we have established the validity of (2.23).

By Remark 3 to Theorem 2.6 for each $d \neq \infty$ the relation
\begin{equation}
(2.27) \quad \ln |f(re^{i\varphi}) - d| = cr^{\omega(D)}c_j(d) \sin \omega_j(D)(\varphi - \alpha_j) + o(r^{\omega(D)}(D))
\end{equation}
holds uniformly in $\varphi$, $\alpha_j \leq \varphi \leq \alpha_{j+1}$, as $r \to \infty$ missing, possibly, some set $B_4$ of finite logarithmic measure. If all $c_j(d)$, for which $\omega_j(D) = \omega(D)$ are non-negative, then (2.27) implies that for $r \notin B_4$ the relation $m(r, d, f) = o(r^{\omega(D)})$ holds; taking into account (2.23) we get $\delta(d, f) = 0$. Thus, if $\delta(d, f) > 0$, then for some $j$ the conditions $c_j(d) < 0$ and $\omega_j(D) = \omega(D)$ should be satisfied simultaneously. But it is obvious that if $c_j(d) < 0$, then $c_j(d') = 0$ for each $d' \neq d$. Therefore the number of deficient values cannot exceed the number of values of $j$ for which $\omega_j(D) = \omega(D)$, Q.E.D.

The estimate for the number of deficient values in Theorem 2.8 cannot be improved in general.

\textbf{Example 4.} Let $D$ be a system of rays $\bigcup_{j=1}^{q} \left\{ \arg z = \frac{2j - 1}{q} \pi \right\}$. For this system we have $\omega(D) = q/2$, and the number $s$, defined in the statement of Theorem 2.8 is equal to $q$. Let $f(z)$ be the meromorphic function from Example 8 from Section 5 of Chapter 5. The number of deficient values of this function is equal to $q$. Let us show that the function $f(z)$ satisfies the conditions of Theorem 2.8 with the mentioned above system $D$ of rays. Here we shall use the notation of Example 8 from Section 5 of Chapter 5.

The condition (2.22) holds, since by relation (5.20) (p. ???) we have
\begin{equation}
T(r, f) \geq \frac{8}{q \pi} r^{q/2} + o(r^{q/2}).
\end{equation}

To verify that the relation (2.18) holds, we show that for an arbitrary number $b$ from the extended complex plane the relation
\begin{equation}
(2.28) \quad \sum_{j=1}^{q} c_{\alpha_j, \alpha_{j+1}}(r, b, f) = O(1), \quad \alpha_j = \frac{2j - 1}{q} \pi, \quad j = 1, \ldots, q,
\end{equation}
holds.

By the formula (see [WW96, 17-7])
\begin{equation}
I_n(z) = \frac{\pi^n}{2^n \Gamma \left( \frac{n}{2} \right) \Gamma \left( n + \frac{3}{2} \right)} \int_{0}^{\pi} \cosh(z \cos \varphi) \sin^{2n} \varphi d\varphi, \quad n > -\frac{1}{2}.
\end{equation}
we get that for \(| \arg z | = \frac{\pi}{2}\) the relation
\[ I_n(z) = O(|z|^n), \ |z| \to \infty, \]
holds. Therefore for \(| \arg z | = \frac{\pi}{q}\) we have
\[ w_l(z) = O(|z|), \ |z| \to \infty, \ l = 1, 2. \]
This relation, by the equalities (5.18), p.???, holds for all rays of the system \(D\).
Therefore for all \(j = 1, 2, \ldots, q\) the relation
\[ A_{\alpha_j \alpha_{j+1}}(r, w_l) = \frac{q}{2\pi} \int_1^e \left( \frac{1}{r^{q/2}} - \frac{r^{q/2}}{r^q} \right) \left\{ \ln^+ \left| w_l(te^{i\alpha_j}) \right| + \ln^+ \left| w_l(te^{i\alpha_{j+1}}) \right| \right\} \frac{dt}{t} = O(1) \]
holds. The relation (5.16), p. ???, implies that
\[ B_{\alpha_j \alpha_{j+1}}(r, w_l) = \frac{q}{\pi r^{q/2}} \int_{\alpha_j}^{\alpha_{j+1}} \ln^+ \left| w_l(re^{i\varphi}) \right| \sin \frac{q}{2}(\varphi - \alpha_j) d\varphi \leq \frac{2q}{\pi r^{q/2}} T(r, w_l) = O(1). \]
Thus,
\[ S_{\alpha_j \alpha_{j+1}}(r, w_l) = A_{\alpha_j \alpha_{j+1}}(r, w_l) + B_{\alpha_j \alpha_{j+1}}(r, w_l) = O(1), \]
and using the relations (6.11) and (6.12) from Chapter 1 we get
\[ S_{\alpha_j \alpha_{j+1}}(r, f) \leq S_{\alpha_j \alpha_{j+1}}(r, w_l) + S_{\alpha_j \alpha_{j+1}} \left( r, \frac{1}{w_2} \right) = S_{\alpha_j \alpha_{j+1}}(r, w_l) + S_{\alpha_j \alpha_{j+1}}(r, w_2) + O(1) = O(1). \]
By Theorem 5.2 from Chapter 1, for each \(b\) we have
\[ C_{\alpha_j \alpha_{j+1}}(r, b, f) \leq S_{\alpha_j \alpha_{j+1}}(r, f) + O(1) = O(1), \ j = 1, 2, \ldots, q, \]
and the relation (2.28) has been proved.

Theorems of this section, proved above, have applications to the study of considered in Section 6 of Chapter 5 functions of the form
\[ f(z) = \sum_{k=1}^{\infty} \frac{A_k}{z - h_k}, \ h_k \to \infty \]
(the series is assumed to be absolutely convergent). These applications are based on the following lemma.

**Lemma 2.3.** If a function \(f(z)\) is representable in the form (2.29), then for each complex number \(b\) and each \(\alpha\) and \(\beta\) satisfying \(0 < \beta - \alpha \leq 2\pi\), the relation
\[ C_{\alpha\beta}(r, b, f) \leq C_{\alpha\beta}(r, \infty, f) + O(1) \]
holds.

**Proof.** By Theorem 5.2 from Chapter 1 we have
\[ C_{\alpha\beta}(r, b, f) \leq S_{\alpha\beta}(r, f) + O(1) = A_{\alpha\beta}(r, f) + B_{\alpha\beta}(r, f) + C_{\alpha\beta}(r, f) + O(1). \]
Since \( w = \pi/(\beta - \alpha) \)
\[
A_{\alpha\beta}(r, f) = \frac{\omega}{\pi} \int_1^r \left( \frac{1}{t^\omega} - \frac{t^\omega}{r^{2\omega}} \right) \left\{ \ln^+ |f(te^{i\alpha})| + \ln^+ |f(te^{i\beta})| \right\} dt
\]
\[
\leq \frac{\omega}{\pi} \int_1^\infty \frac{\ln^+ |f(te^{i\alpha})|}{t^{1+\omega}} dt + \frac{\omega}{\pi} \int_1^\infty \frac{\ln^+ |f(te^{i\beta})|}{t^{1+\omega}} dt,
\]
using Theorem 6.3 from Chapter 5 we get
\[
A_{\alpha\beta}(r, f) = O(1).
\]

Since
\[
B_{\alpha\beta}(r, f) = \frac{2\omega}{\pi r^\omega} \int_\alpha^\beta \ln^+ |f(re^{i\varphi})| \sin \omega(\varphi - \alpha) d\varphi \leq \frac{4\omega}{r^\omega} m(r, f),
\]
by Theorem 6.1 from Chapter 5,
\[
B_{\alpha\beta}(r, f) = o(1).
\]

Let \( f(z) \) be a function of the form (2.29), \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays. Lemma 2.3 implies that for each complex number \( b \) the relation
\[
U_D(r, b, f) \leq U_D(r, \infty, f) + O(1)
\]
holds. Therefore Corollary 1 of Theorem 2.1 implies the following result.

**Theorem 2.9.** Let \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays, \( f(z) \) be a meromorphic function of the form (2.29) such that for some \( a \) the inequality \( \delta'(a, f) > 0 \) holds. Then the category of growth of the function \( f(z) \) does not exceed the category of growth of the function
\[
\omega(D)\{U_D(r, \infty, f) + 1\}.
\]

Note that, by Theorem 6.1 from Chapter 5, functions of the form (2.29) satisfy \( \delta(\infty, f) = \delta'(\infty, f) = 0 \). By Theorem 6.2 from Chapter 5, for \( a \neq 0, \infty \) we have \( \delta(a, f) = 0 \), but we do not know whether \( \delta'(a, f) = 0 \) always holds. The cases when \( \delta(0, f) > 0 \) are possible, we discussed this matter at the end of Section 6 from Chapter 5.

We would like to mention the following corollary of Theorem 2.9.

**Corollary.** Let \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays, \( f(z) \) be a meromorphic function of the form (2.29) such that for some \( a \) the inequality \( \delta'(a, f) > 0 \) holds. If \( U_D(r, \infty, f) = O(1) \), then the growth of the function \( f(z) \) does not exceed normal type of order \( \omega(D) \).

This corollary shows that Theorem 6.2 from Chapter 5 can be complemented with the following statement. If a function \( f(z) \) of the form (2.29) has growth at least maximal type of order \( \omega(D) \) and \( U_D(r, \infty, f) = O(1) \), then (regardless of whether the conditions \( \sum_{k=1}^\infty |A_k| < \infty \) and \( \sum_{k=1}^\infty A_k \neq 0 \) are satisfied) the equality \( \delta'(0, f) = 0 \) holds.

By Theorem 2.4 the statements of Theorem 2.9 and its corollary remain true if the condition of positivity of \( \delta'(a, f) \) for some \( a \) is replaced by the condition that \( a \) is a Borel exceptional value.
Using Theorem 2.6, Remark 2 to it, and Lemma 2.3, we get the following theorem.

**Theorem 2.10.** Let \( D = D(\alpha_1, \ldots, \alpha_n) \) be a system of rays, \( f(z) \) be a meromorphic function of the form (2.29), such that for some \( a \) the inequality \( \delta'(a, f) > 0 \) holds. If

\[
\sum_{j=1}^{n} C_{\alpha_j, \alpha_{j+1}}(r, \infty, f) = O(1),
\]

then the growth of the function \( f(z) \) does not exceed normal type of order \( \omega(D) \), and the integrals

\[
\int_{1}^{\infty} \frac{\ln |f(te^{i\alpha_j})|}{t + q_j(D)} dt, \quad q_j(D) = \min\{\omega_{j-1}(D), \omega_j(D)\}, \quad j = 2, \ldots, n + 1,
\]

converge. Besides, as \( r \to \infty \) missing, possibly, some set of finite logarithmic measure, the relation

\[
\ln |f(re^{i\varphi})| = r^{\omega_j(D)}c_j \sin\{\omega_j(D)(\varphi - \alpha_j)\} + o(r^{\omega_j(D)})
\]

holds uniformly in \( \varphi, \alpha_j \leq \varphi \leq \alpha_{j+1}, \ j = 1, \ldots, n \), where \( c_j, j = 1, \ldots, n \), are some constants.

**Corollary 1.** Let \( f(z) \) be a meromorphic function of the form (2.29), such that for some \( a \) the inequality \( \delta'(a, f) > 0 \) holds. If the condition

\[
\sum_k \left| \Im \frac{1}{k} \right| < \infty
\]

is satisfied, then the growth of the function \( f(z) \) does not exceed normal type of order 1 and, in addition, for \( r \to \infty \) outside some set of finite logarithmic measure the relation

\[
\ln |f(re^{i\varphi})| = \begin{cases} rc_1 \sin \varphi + o(r), & 0 \leq \varphi \leq \pi, \\ rc_2 \sin \varphi + o(r), & \pi \leq \varphi \leq 2\pi \end{cases}
\]

holds uniformly in \( \varphi \), where \( c_1 \) and \( c_2 \) are constants, and

\[
\int_{-\infty}^{\infty} \frac{\ln |f(t)|}{1 + t^2} dt < \infty.
\]

**Corollary 2.** If zeros \( \{a_k\} \) of an entire function \( f(z) \) satisfy the condition

\[
\sum_k \left| \Im \frac{1}{a_k} \right| < \infty,
\]

and, in addition, the function \( 1/f(z) \) is representable in the form (2.29), then the statement of Corollary 1 remains true for the function \( f(z) \).

The growth estimate in Corollary 2 is sharp, since the function \( (z^2 - 1) \sin z \) is exactly of normal type of order 1, and \( \frac{1}{(z^2 - 1) \sin z} \) is representable in the form (2.29), namely,

\[
\frac{1}{(z^2 - 1) \sin z} = \frac{1}{2 \sin 1} \cdot \frac{1}{z - 1} + \frac{1}{2 \sin 1} \cdot \frac{1}{z + 1} + \sum_{k=-\infty}^{\infty} \frac{(-1)^k}{(k\pi)^2 - 1}(z - k\pi).
\]
3. Proofs of main Theorems 2.3 and 2.7

We prove Theorems 2.3 and 2.7 under the assumption that the angle \( \{\alpha \leq \arg z \leq \beta\} \) is a half-plane

\[ \Pi = \{\Im z \geq 0\}. \]

The general case can be easily reduced to this case using the transformation \( w = z^{1/\omega}e^{i\alpha}, \omega = \pi/(\beta - \alpha) \), which maps the half-plane \( \Pi \) onto the angle \( \{\alpha \leq \arg w \leq \beta\} \). We assume, without mentioning this explicitly, that all functions \( f(z) \) appearing in the statements of theorems of this section are of the form \( f(z) = g(z^\omega) \), where \( \omega > 0 \), and \( g(\zeta) \) is a function meromorphic in the angle \( \{0 \leq \arg \zeta \leq \pi/\omega\} \).

The proof of Theorem 2.7 is based on the following representation of functions with the bounded characteristic \( S(r, f) = S_\omega(r, f) \).

**Theorem 3.1.** If

\[ S(r, f) = O(1), \]

then the formula \( (z = re^{i\varphi}, \ 0 < \varphi < \pi) \)

\[
\ln |f(z)| = \frac{r \sin \varphi}{\pi} \int_{-\infty}^{\infty} \frac{\ln |f(t)|}{r^2 + t^2 - 2rt \cos \varphi} dt - \sum_{m} \ln \frac{|z - a_m|}{|z - \bar{a}_m|} + \sum_{n} \ln \frac{|z - b_n|}{|z - \bar{b}_n|} + \eta \pi \sin \varphi
\]

(3.1)

holds, where \( a_m \) are zeros of the function \( f(z) \), and \( b_n \) are its poles, belonging to \( \Pi \), \( \eta \) is a constant which does not depend on \( z \). The integral and the series in the right-hand side of (3.1) are absolutely convergent.

**Proof.** Observe that the condition \( S(r, f) = O(1) \) implies the convergence of the integral

\[
\int_{-\infty}^{\infty} \frac{\ln |f(t)|}{1 + t^2} dt
\]

and of the series

\[
\sum_{m} \frac{\sin \varphi_m}{r_m}, \sum_{n} \frac{\sin \psi_n}{\rho_n},
\]

where \( a_m = r_m e^{i\varphi_m}, b_n = \rho_n e^{i\psi_n} \). This can be shown using the argument used in the proof of Remark 2 to Theorem 2.6 and in Example 1 in Section 2.

By Theorem 2.3 from Chapter 1 (p. ???) and the remark after it the formula \((z = re^{i\varphi})\)

\[
\ln |f(z)| = \frac{1}{\pi} \int_{-R}^{R} \ln |f(t)| \left\{ \frac{r \sin \varphi}{|z - t|^2} - \frac{R^2 r \sin \varphi}{R^2 - z t^2} \right\} dt
\]

\[
+ \frac{1}{2\pi} \int_{0}^{\pi} \ln (|Re^{i\theta}|) \left\{ \frac{R^2 - r^2}{|Re^{i\theta} - z|^2} - \frac{R^2 - r^2}{|Re^{-i\theta} - z|^2} \right\} d\theta
\]

\[
- \sum_{|a_m| < R} \ln \frac{R^2 - \bar{a}_m z}{R(z - a_m)} + \sum_{|b_n| < R} \ln \frac{R^2 - \bar{b}_n z}{R(z - b_n)} + I_1(R) + I_2(R) - I_3(R) + I_4(R)
\]

(3.4)

holds in the half-disc \( \{|z| < R, \ \Im z > 0\} \). To get the formula (3.1) we consider the limits as \( R \to \infty \).
The convergence of the integral (3.2) clearly implies the absolute convergence of the integral (3.1). Therefore the limit
\[
\lim_{R \to \infty} \frac{1}{\pi} \int_{-R}^{R} \ln |f(t)| \frac{r \sin \varphi}{|z-t|^2} dt = \frac{1}{\pi} \int_{-\infty}^{\infty} \ln |f(t)| \frac{r \sin \varphi}{|z-t|^2} dt
\]
eexists.

Next we observe that
\[
\left| \int_{-R}^{R} \ln |f(t)| \frac{R^2 r \sin \varphi}{|R^2 - z t|^2} dt \right| \leq \int_{-R}^{R} |\ln |f(t)|| \frac{R^2 r \sin \varphi}{(R^2 - r t)^2} dt
\]
\[
\leq \frac{r}{(R-r)^2} \int_{-R}^{R} |\ln |f(t)|| dt \leq \frac{r}{(R-r)^2} \left\{ (1+R) \int_{-\sqrt{R}}^{\sqrt{R}} |\ln |f(t)|| dt \right\} \to 0
\]
as $R \to \infty$. Thus, the limit
\[
\lim_{R \to \infty} I_1 (R) = \frac{r \sin \varphi}{\pi} \int_{-\infty}^{\infty} \frac{\ln |f(t)|}{r^2 + t^2 - 2 r t \cos \varphi} dt \quad (z = re^{i\varphi})
\]
eexists.

The convergence of the series $\sum m^{-1} \sin \varphi_m$ implies the convergence of the series
\[
\sum m \ln \frac{|z - \bar{a}_m|}{|z - a_m|},
\]
since for $|a_m| > 2|z|$ we have
\[
\ln \frac{|z - \bar{a}_m|}{|z - a_m|} = \ln |1 + \frac{z 2i \text{Im} \frac{1}{a_m}}{1 - \bar{a}_m} | \leq \frac{2|z| |\text{Im} \frac{1}{a_m}|}{1 - \bar{a}_m} \leq 4 |z| \sin \frac{\varphi_m}{r_m}.
\]

Therefore the following limit exists:
\[
\lim_{R \to \infty} \sum_{|a_m| < R} \ln \frac{|z - \bar{a}_m|}{|z - a_m|} = \sum m \ln \frac{|z - \bar{a}_m|}{|z - a_m|}.
\]

Next we observe that
\[
\sum_{|a_m| < R} \ln \left| \frac{R^2 - a_m z}{R^2 - \bar{a}_m z} \right| = \sum_{|a_m| < R} \ln \left| \frac{R^2 - \bar{a}_m z}{R^2 - a_m z} \right|
\]
\[
= \sum_{|a_m| < R} \ln \left| 1 - \frac{z 2i \text{Im} a_m}{R^2 - \bar{a}_m z} \right| \leq \sum_{|a_m| < R} \frac{2|z| |\text{Im} a_m|}{|R^2 - \bar{a}_m z|}
\]
\[
\leq \frac{2r}{R(R-r)} \sum_{|a_m| < R} r_m \sin \varphi_m
\]
\[
\leq \frac{2r}{R(R-r)} \left\{ R \sum_{|a_m| < \sqrt{R}} \frac{\sin \varphi_m}{r_m} + R^2 \sum_{\sqrt{R} \leq |a_m| \leq R} \frac{\sin \varphi_m}{r_m} \right\} \to 0
\]
as \( R \to \infty \). Thus, the following limit exists:

\[
\lim_{R \to \infty} I_3(R) = \sum_m \ln \left| \frac{z - \bar{a}_m}{z - a_m} \right|.
\]

In a similar way we show the existence of the limit

\[
\lim_{R \to \infty} I_4(R) = \sum_n \ln \left| \frac{z - \bar{b}_n}{z - b_n} \right|.
\]

Since the left-hand side of the equality \( \ln |f(z)| = I_1(R) + I_2(R) - I_3(R) + I_4(R) \) does not depend on \( R \), the limit \( \lim_{R \to \infty} I_2(R) \) also exists. We need to show that

\[
\lim_{R \to \infty} I_2(R) = \eta r \sin \varphi,
\]

where \( \eta \) does not depend on \( r \) and \( \varphi \). It suffices to show that

\[
\lim_{R \to \infty} J(R) = 0,
\]

where

\[
J(R) = I_2(R) - r \sin \varphi \frac{2}{\pi R} \int_0^\pi \ln |f(Re^{i\theta})| \sin \theta d\theta.
\]

We have

\[
J(R) = \frac{1}{2\pi} \int_0^\pi \ln |f(Re^{i\theta})|\left(\frac{(R^2 - r^2)4RR\sin \varphi \sin \theta d\theta}{(R^2 + r^2 - 2Rr \cos(\varphi - \theta))(R^2 + r^2 - 2Rr \cos(\varphi + \theta))}\right)
\]

\[
- r \sin \varphi \frac{2}{\pi R} \int_0^\pi \ln |f(Re^{i\theta})| \sin \theta d\theta
\]

\[
= r \sin \varphi \frac{2}{\pi R} \int_0^\pi \ln |f(Re^{i\theta})| \sin \theta \cdot K(R, r, \varphi, \theta) d\theta,
\]

where \( K(R, r, \varphi, \theta) = O(R^{-1}) \) uniformly in \( \theta, 0 \leq \theta \leq \pi \) as \( R \to \infty \), and \( r \) and \( \varphi \) are fixed. Therefore

\[
|J(R)| \leq r \frac{2}{\pi R} \int_0^\pi |\ln |f(Re^{i\theta})|| \sin \theta d\theta \cdot O(R^{-1})
\]

\[
= r \{B(R, f) + B(R, 1/f)\} \cdot O(R^{-1})
\]

\[
\leq r \{2S(R, f) + O(1)\} \cdot O(R^{-1}) \to 0 \quad \text{as} \quad R \to \infty.
\]

Q.E.D.

\( \square \)

**Remark.** In passing we proved, that

\[
\eta = \lim_{R \to \infty} \{B(R, f) - B(R, 1/f)\}.
\]

Let \( (z = re^{i\varphi}, \ 0 < \varphi < \pi) \)

\[
u(z) = \frac{r \sin \varphi}{\pi} \int_{-\infty}^\infty \frac{|\ln |f(t)||}{r^2 + t^2 - 2rt \cos \varphi} dt
\]

\[
+ \sum_m \ln \left| \frac{z - \bar{a}_m}{z - a_m} \right| + \sum_n \ln \left| \frac{z - \bar{b}_n}{z - b_n} \right|.
\]

(3.5)

Theorem 3.1 implies that

\[
|\ln |f(re^{i\varphi})|| - \eta r \sin \varphi \leq \nu(re^{i\varphi}).
\]

Whence to prove Theorem 2.7 it suffices to prove the following lemma.
**Lemma 3.1.** For the function $u(z)$ given by (3.5) the relation

$$u(re^{i\varphi}) = o(r)$$

holds uniformly in $\varphi$, $0 < \varphi < \pi$, as $r \to \infty$ missing some set $A \subset [1, \infty)$ of finite logarithmic measure.

A proof of the lemma could be based on estimates of the integral and the series from the right-hand side of (3.5). Doing so we would repeat twice essentially the same argument. This can be avoided if we write the right-hand side of (3.5) as a Lebesgue–Stieltjes integral over the half-plane $\Pi$.

We proceed in the following way. We define on Borel subsets $E \subset \Pi$ a Lebesgue–Stieltjes measure $\nu(E)$ by the formula

$$\nu(E) = \frac{1}{\pi} \left( \int_{E \cap (-\infty, \infty)} \frac{|\ln| f(t)||}{1 + t^2} dt + \sum_{m \in E} \frac{2r_m \sin \varphi_m}{1 + r_m^2} + \sum_{n \in E} \frac{2\rho_n \sin \psi_n}{1 + \rho_n^2} \right)$$

(3.6)

This measure takes finite values only, since by the convergence of the integral (3.2) and the series (3.3) we have

$$\nu(\Pi) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{|\ln| f(t)||}{1 + t^2} dt + \sum_{m} \frac{2r_m \sin \varphi_m}{1 + r_m^2} + \sum_{n} \frac{2\rho_n \sin \psi_n}{1 + \rho_n^2} < \infty.$$

Let $(\zeta = \xi + i\eta, \eta \geq 0, z = re^{i\varphi})$

(3.7)

$$K(z, \zeta) = \begin{cases} \frac{1 + |\xi|^2}{2\pi} \ln \left| \frac{z - \overline{z}}{z - \xi} \right|, & \eta > 0, \\ \frac{r^2 + \zeta^2 - 2r\xi \cos \varphi}{r^2 + \xi^2 - 2r\xi \cos \varphi}, & \eta = 0. \end{cases}$$

Then we have

(3.8)

$$u(z) = \iint_{\Pi} K(z, \zeta) d\nu(\zeta).$$

Having in mind also the proof of Theorem 2.3, we obtain the following very general theorem about estimates of integrals of the form (3.8).

**Theorem 3.2.** Let $\nu(E)$ be a Lebesgue–Stieltjes measure defined on Borel subsets $E \subset \Pi$ and such that $\nu(\Pi) < \infty$. Define a function $u(z; \nu)$, $z \in \Pi$, by the equality

$$u(z; \nu) = \iint_{\Pi} K(z, \zeta) d\nu(\zeta),$$

where $K(z, \zeta)$ is given by (3.7)

For each $q > 0$ the inequality

(3.9)

$$u(re^{i\varphi}; \nu) \leq \frac{D}{q} \nu(\Pi)r$$

$$+ \frac{4}{r} \iint_{|\xi| < \frac{r}{4}} (1 + |\xi|^2) d\nu(\zeta) + 18r \iint_{|\xi| > \frac{r}{4}} d\nu(\zeta), \quad 0 < \varphi < \pi,$$
where $D$ is an absolute constant, holds for all $r \in [1, \infty)$ except, possibly, some subset $A_q \subset [1, \infty)$ satisfying

$$\int_{A_q} r^{-1} dr \leq q.$$ 

Before turning to the proof of Theorem 3.2 we derive from it a corollary containing Lemma 3.1.

**Corollary.** Let $u(z; \nu)$ be a function defined in the statement of Theorem 3.2. Then the relation

$$u(re^{i\varphi}; \nu) = o(r)$$

holds uniformly in $\varphi$, $0 < \varphi < \pi$, as $r \to \infty$ missing some subset $A \subset [1, \infty)$ having finite logarithmic measure.

Let $q$ be a positive integer, $A_q$ be the corresponding set from the statement of Theorem 3.2. Choose a so large number $R_q$ that $R_q > q$ and

$$\int_{A_q \cap (R_q, \infty)} r^{-1} dr < \frac{1}{2q}.$$ 

Let

$$A = \bigcup_{q=1}^{\infty} \{A_q \cap (R_q, \infty)\}.$$ 

Obviously,

$$\int_{A} r^{-1} dr \leq \sum_{q=1}^{\infty} 2^{-q} = 1.$$ 

Let $r$ be sufficiently large, $r \notin A$, $q(r)$ be the largest integer $q$ satisfying $R_q < r$. Then the inequality (3.9) holds with $q = q(r)$. Obviously $q(r) \to \infty$ as $r \to \infty$, therefore

$$\frac{D}{q(r)} \nu(\Pi) r = o(r).$$

Since

$$\frac{4}{r} \iint_{|\zeta| < \frac{1}{2}r} (1 + |\zeta|^2) d\nu(\zeta)$$

$$= \frac{4}{r} \left\{ \iint_{|\zeta| < \sqrt{r}} (1 + |\zeta|^2) d\nu(\zeta) + \iint_{\sqrt{r} \leq |\zeta| < \frac{1}{2}r} (1 + |\zeta|^2) d\nu(\zeta) \right\}$$

$$\leq \frac{4}{r} \left\{ (1 + r) \nu(\Pi) + \left( 1 + \frac{1}{4}r^2 \right) \iint_{|\zeta| \geq \sqrt{r}} d\nu(\zeta) \right\} = o(r),$$

$$18r \iint_{|\zeta| > \frac{1}{2}r} d\nu(\zeta) = o(r),$$

the corollary and, thus, Lemma 3.1 have been proved.

Now we prove Theorem 3.2.
Denote by $B$ the set of those values of $r \geq 1$ for which the following is true: for each $h$, $0 < h \leq \frac{1}{r}$, the inequality

\begin{equation}
\nu\left(\{r - h \leq |z| \leq r + h \} \cap \Pi\right) < \frac{8\nu(\Pi)h}{qr}
\end{equation}

holds. The set $B$ is Borel since it can be represented in the form

\[ B = \left\{ r : \sup_{0 \leq h \leq \frac{1}{r}} F(r + h) - F(r - h - 0) \leq \frac{8\nu(\Pi)h}{r} \right\}, \]

where $F(r) = \nu(\{|z| \leq r\})$ is a non-decreasing function. Therefore the set $A_q = [1, \infty) \setminus B$ is also Borel. Let us show that

\[ \int_{A_q} r^{-1} dr \leq \frac{3}{2}q. \]

Let $A_{q1}$ be an arbitrary compact subset of the set $A_q$. The definition of the set $B$ implies that for each $x \in A_{q1}$ there exists an interval $I_x = (x - h_x, x + h_x)$, $0 < h_x \leq \frac{1}{2}x$, such that

\begin{equation}
\nu(\{|z| \in \bar{I}_x\} \cap \Pi) \geq \frac{8\nu(\Pi)h_x}{qx},
\end{equation}

where $\bar{I}_x = [x - h_x, x + h_x]$. By the Heine-Borel lemma there is a finite system $\{I_{x_k}\}$ of intervals covering $A_{q1}$. Discarding intervals containing in unions of two other intervals, we may assume that each point of the set $A_{q1}$ is covered by at most two intervals of the system $\{I_{x_k}\}$. It follows from here that each point of the set $A_{q1}$ belongs to at most three segments $\bar{I}_{x_k}$. Therefore we have

\[ \sum_k \nu \left( \{|z| \in \bar{I}_{x_k}\} \cap \Pi \right) \leq 3\nu(\Pi). \]

Hence, using (3.12), we get

\[ \int_{A_{q1}} r^{-1} dr \leq \sum_k \int_{I_{x_k}} r^{-1} dr = \sum_k \ln \left( 1 + \frac{2h_{x_k}}{x_k - h_{x_k}} \right) \leq 4 \sum_k \frac{h_{x_k}}{x_k} \leq 4 \frac{q}{8\nu(\Pi)} \sum_k \nu \left( \{|z| \in \bar{I}_{x_k}\} \cap \Pi \right) \leq \frac{3}{2}q. \]

Let $A_{q1}^{(1)} \subset A_{q1}^{(2)} \subset \ldots$ be a sequence of compact subsets of the set $A_q$, such that

\[ \text{mes} \left( A_q \setminus \bigcup_{n=1}^{\infty} A_{q1}^{(n)} \right) = 0. \]

Then we have

\[ \int_{A_q} r^{-1} dr = \int_{\bigcup_{n=1}^{\infty} A_{q1}^{(n)}} r^{-1} dr = \lim_{n \to \infty} \int_{A_{q1}^{(n)}} r^{-1} dr \leq \frac{3}{2}q, \]

the inequality (3.11) has been proved.

Now we show that (3.9) is satisfied for $r \in B$, thus completing our proof of Theorem 3.2.
We need the following estimate of the function $K(z, \zeta)$:

$$K(z, \zeta) \leq \frac{(1 + |\zeta|^2)y}{|z - \zeta|^2} \quad (z = x + iy, \ y > 0).$$

For $\eta = 0 \ (\zeta = \xi + i\eta)$ this estimate is trivial. For $\eta > 0$ we have

$$K(z, \zeta) = \frac{1 + |\zeta|^2}{4\eta} \ln \frac{(x - \xi)^2 + (y + \eta)^2}{(x - \xi)^2 + (y - \eta)^2} \leq \frac{(1 + |\zeta|^2)y}{|z - \zeta|^2} = \frac{(1 + |\zeta|^2)y}{|z - \zeta|^2}.$$  

We write the equality $(z = re^{i\varphi}, \ 0 < \varphi < \pi, \ r > 1)$

$$u(z; \nu) = \iint_{|\zeta| < \frac{1}{2}r} K(z, \zeta)d\nu(\zeta) + \iint_{\frac{1}{2}r \leq |\zeta| \leq \frac{3}{2}r} K(z, \zeta)d\nu(\zeta) + \iint_{|\zeta| > \frac{3}{2}r} K(z, \zeta)d\nu(\zeta).$$

Integrals $I_1$ and $I_3$ can be easily estimated, using (3.13), in the following way:

$$I_1 \leq \iint_{|\zeta| < \frac{1}{2}r} \frac{(1 + |\zeta|^2)y}{|z - \zeta|^2} d\nu(\zeta) \leq \frac{4y}{|z|^2} \iint_{|\zeta| < \frac{1}{2}r} (1 + |\zeta|^2) d\nu(\zeta) \leq \frac{4}{r} \iint_{|\zeta| < \frac{1}{2}r} (1 + |\zeta|^2) d\nu(\zeta);$$

$$I_3 \leq \iint_{|\zeta| > \frac{3}{2}r} \frac{(1 + |\zeta|^2)y}{|z - \zeta|^2} d\nu(\zeta) \leq 9y \iint_{|\zeta| > \frac{3}{2}r} \frac{1 + |\zeta|^2}{|\zeta|^2} d\nu(\zeta) \leq 18y \iint_{|\zeta| > \frac{3}{2}r} d\nu(\zeta).$$

Let us estimate the integral $I_2$. Fixing a point $z = re^{i\varphi}, \ 0 < \varphi < \pi, \ r > 1$, denote by $C_n, \ n = 0, \pm 1, \pm 2, \ldots$, the (possibly, empty) set of all points $\zeta \in \Pi$, satisfying the following two conditions

$$2^{n-1}y \leq |z - \zeta| < 2^ny, \ \frac{1}{2}r \leq |\zeta| \leq \frac{3}{2}r \quad (y = \Im z).$$

Obviously the sets $C_n$ are pairwise disjoint and

$$\bigcup_{n = -\infty}^{\infty} C_n = \left\{ \frac{1}{2}r \leq |\zeta| \leq \frac{3}{2}r \right\} \setminus \{z\}.$$  

Since $r \in B$, by (3.10) we have

$$\nu(\{z\}) \leq \nu(\{|z| = r\}) = 0,$$

hence

$$I_2 = \sum_{n = -\infty}^{\infty} \iint_{C_n} K(z, \zeta)d\nu(\zeta).$$

Note that the condition $r \in B$, by (3.10), implies

$$\nu(C_n) \leq \nu(\{r - h \leq |\zeta| \leq r + h\}) < \frac{8\nu(\Pi)}{qr}2^ny, h = \min \left(2^ny, \frac{r}{2}\right).$$
For $\zeta \in C_n$, the inequality (3.13) implies
\[
K(z,\zeta) \leq \frac{(1+|\zeta|^2)y}{(2^n-1)y} \leq \frac{1 + \frac{9}{4}r^2}{4^n y} \leq \frac{16r^2}{4^n y},
\]
therefore
\[
\sum_{n=0}^{\infty} \int \int_{C_n} K(z,\zeta) d\nu(\zeta) \leq \sum_{n=0}^{\infty} \frac{16r^2}{4^n y} \nu(C_n) \leq \frac{16r^2}{y} \frac{8\nu(\Pi)y}{qr} \sum_{n=0}^{\infty} \frac{1}{2^n} \leq \frac{256\nu(\Pi)r}{q}.
\]

For $\zeta \in C_n, n < 0$, the condition $\eta \geq \frac{1}{2}y > 0$ holds, therefore we have
\[
K(z,\zeta) = 1 + \frac{9}{4}r^2 y \ln \left| \frac{z - \bar{\zeta}}{z - \zeta} \right| \leq \frac{1 + \frac{9}{4}r^2}{y} \ln \left( 1 + \frac{2y}{|z - \zeta|} \right) \leq \frac{4r^2}{y} \ln(6 \cdot 2^{|n|})
\]
and
\[
\sum_{n=-\infty}^{-1} \int \int_{C_n} K(z,\zeta) d\nu(\zeta) \leq \sum_{n=-\infty}^{-1} \frac{4r^2}{y} \ln(6 \cdot 2^{|n|}) \nu(C_n) \leq \frac{4r^2}{y} \frac{8\nu(\Pi)y}{qr} \sum_{n=-\infty}^{-1} 2^{-|n|} \ln(6 \cdot 2^{|n|}) \leq \frac{128\nu(\Pi)r}{q}.
\]
Thus,
\[
I_2 \leq \frac{384\nu(\Pi)r}{q}.
\]
(3.16)

The formulas (3.14), (3.15), and (3.16) imply (3.9). As we have already mentioned, this completes the proof of Theorem 3.2.

We obtain Theorem 2.3 as a corollary of the following theorem.

**Theorem 3.3.** Let $k(r) \geq 1$ be a continuous non-decreasing function, $U(r) = r \left( 1 + \frac{1}{k(r)} \right)$. Then for each $\varepsilon$, $0 < \varepsilon < 1$, and for all $r \geq 1$ except, possibly, some set $A_\varepsilon \subset [1, \infty)$ satisfying $\mu(A_\varepsilon) < \varepsilon$, the inequality
\[
\ln^+ |f(re^{i\varphi})| \leq Ck^3(r)r\{S(U(r), f) + 1\}, \quad 0 < \varphi < \pi,
\]
holds, where $C$ is a positive constant which does not depend on $r$ and $\varphi$.

To get the second inequality of Theorem 2.3 for $r \notin A_\varepsilon$, we choose $k(r) \equiv \frac{1}{r^{\varepsilon}}$. Then $U(r) \equiv dr$ and, integrating (3.17) with respect to $\varphi$ from 0 to $\pi$, we get the desired inequality:
\[
m_{0r}(r,f) \leq C\pi(d - 1)^{-3}r\{S(dr,f) + 1\}.
\]
The remaining assertions of Theorem 2.3 can be obtained in the following way. By Theorem 5.4 from Chapter 1 (p. ???) we have $S(r,f) = \hat{S}(r,f) + O(1)$, where $\hat{S}(r,f)$ is a non-decreasing function. Increasing, if necessary, the constant $C$, we can replace $S(r,f)$ by $\hat{S}(r,f)$ in (3.17), after that we let $k(r) = \ln\hat{S}(r,f) + 1$. 
Applying the corollary of the Borel–Nevanlinna theorem stated in Exercise 2 of Section 1 from Chapter 3 (p. ???) to the function \( u(r) = \hat{S}(r, f) + 1 \), we get

\[
\hat{S}(U(r), f) + 1 \leq \{ \hat{S}(r, f) + 1 \}^d
\]

for \( r \notin A \), where \( A \) is a set of finite logarithmic measure. For \( r \notin A \cup A_{\varepsilon} \) we have

\[
\ln^+ |f(re^{i\varphi})| \leq C \ln^3 \{ \hat{S}(r, f) + 1 \} r \{ \hat{S}(r, f) + 1 \}^d
\]

\[
\leq C_1 r \{ \hat{S}(r, f) + 1 \}^d \leq C_2 r \{ S(r, f) + 1 \}^d, \quad 0 < \varphi < \pi,
\]

where \( 0 < C_1 < C_2 < \infty \) are constants which do not depend on \( r \) and \( \varphi \). Integrating with respect to \( \varphi \) from 0 to \( \pi \), we get \( (r \notin A \cup A_3) \)

\[
m_{0\varepsilon}(r, f) \leq C_2 r \{ S(r, f) + 1 \}^d.
\]

It remains to observe that \( \mu(A \cup A_{\varepsilon}) \leq \mu(A) + \mu(A_{\varepsilon}) < \varepsilon \).

Now we turn to the proof of Theorem 3.3.

First we prove the inequality

\[
\ln^+ |f(re^{i\varphi})| \leq \frac{r \sin \varphi}{\pi} \int_{-R}^{R} \ln^+ |f(t)| \left\{ \frac{r \sin \varphi}{|z - t|^2} - \frac{R^2 r \sin \varphi}{|R^2 - z|^2} \right\} dt
\]

\[
\leq \frac{r \sin \varphi}{\pi} \int_{-R}^{R} \ln^+ |f(t)| \frac{R^2 r}{R^2 - R} d\theta = \frac{r}{\pi} \int_{\varphi}^{\theta + \varphi} |f(Re^{i\theta})| d\theta.
\]

\[
I_1(R) \leq \frac{1}{\pi} \int_{-R}^{R} \ln^+ |f(t)| \left\{ \frac{r \sin \varphi}{|z - t|^2} - \frac{R^2 r \sin \varphi}{|R^2 - z|^2} \right\} dt
\]

\[
\leq \frac{r}{\pi} \int_{\varphi}^{\theta + \varphi} |f(Re^{i\theta})| d\theta.
\]

\[
I_2(R) \leq \frac{1}{\pi} \int_{0}^{\pi} \ln^+ |f(Re^{i\theta})| \left\{ \frac{R^2 - r^2}{|Re^{i\theta} - z|^2} - \frac{R^2 - r^2}{|Re^{-i\theta} - z|^2} \right\} d\theta
\]

\[
= \frac{1}{\pi} \int_{0}^{\pi} \ln^+ |f(Re^{i\theta})| \frac{(R^2 - r^2)4Rr \sin \varphi \sin \theta d\theta}{(R^2 + r^2 - 2R \cos \varphi) (R^2 + r^2 - 2R \cos \varphi + 2r \cos \varphi + \theta)}
\]

\[
\leq \frac{(R^2 - r^2)4Rr}{(R - r)^4} \int_{0}^{\pi} \ln^+ |f(Re^{i\theta})| \sin \theta d\theta \leq 2 \left( \frac{R}{R - r} \right)^3 rB(R, f).
\]

The summands in \( I_3(R) \) and \( I_4(R) \) represent, by formula (1.5) from Chapter 1, values of the Green function for the half-disc \( \{|z| < R, \text{Im} z > 0 \} \), and hence, are non-negative. Discarding \( I_3(R) \) in (3.4) and observing that

\[
\left| \frac{R^2 - b_n z}{R(z - b_n)} \cdot \frac{R(z - b_n)}{R^2 - b_n z} \right| \leq \left| \frac{z - b_n}{z - b_n} \right|
\]

we get the inequality (3.18).
Let us estimate the function
\begin{equation}
(3.19) \quad u(r e^{i\varphi}) = \frac{r \sin \varphi}{\pi} \int_{-R}^{R} \frac{\ln^+ |f(t)| dt}{t^2 + t - 2rt \cos \varphi} + \sum_{|b_n| < R} \ln \left| \frac{z - \tilde{b}_n}{z - b_n} \right|
\end{equation}

using Theorem 3.2. This function can be represented in the form (3.8) by letting
\begin{equation}
(3.21) \quad \nu(E) = \frac{1}{\pi} \int_{(-R,R) \cap E} \frac{\ln^+ |f(t)| dt}{1 + t^2} + \sum_{b_n \in E, |b_n| < R} \frac{2\rho_n \sin \psi_n}{1 + \rho_n^2} \left( b_n = \rho_n e^{i\psi_n} \right).
\end{equation}

By Theorem 3.2 the inequality
\begin{equation}
(3.20) \quad u(r e^{i\varphi}) \leq \frac{D}{q} \nu(\Pi) r + \frac{4}{r} \int_{|\zeta| < \frac{1}{\pi}} (1 + |\zeta|^2) d\nu(\zeta) + 18r \int_{|\zeta| > \frac{1}{\pi}} d\nu(\zeta)
\end{equation}

holds for all \( r \geq 1 \) except, possibly, some subset \( A_q \subset [1, \infty) \) satisfying
\begin{equation}
(3.21) \quad \int_{A_q} r^{-1} dr \leq q.
\end{equation}

Let us estimate
\begin{equation}
\nu(\Pi) = \frac{1}{\pi} \int_{-R}^{R} \frac{\ln^+ |f(t)| dt}{1 + t^2} + \sum_{|b_n| < R} \frac{2\rho_n \sin \psi_n}{1 + \rho_n^2}.
\end{equation}

Let \( U > R \). We have
\begin{align*}
A(U, f) &= \frac{1}{\pi} \int_{-U}^{U} \left( \frac{1}{t^2} - \frac{1}{U^2} \right) \{ \ln^+ |f(t)| + \ln^+ |f(-t)| \} dt \\
&\geq \frac{1}{\pi} \int_{1}^{R} \left( \frac{1}{t^2} - \frac{1}{U^2} \right) \{ \ln^+ |f(t)| + \ln^+ |f(-t)| \} dt \\
&\geq \left( 1 - \frac{R^2}{U^2} \right) \frac{1}{\pi} \int_{1}^{R} t^{-2} \{ \ln^+ |f(t)| + \ln^+ |f(-t)| \} dt \\
&\geq \frac{U - R}{U \pi} \left\{ \int_{-R}^{R} \frac{\ln^+ |f(t)|}{1 + t^2} dt - \int_{-1}^{1} \frac{\ln^+ |f(t)|}{1 + t^2} dt \right\}.
\end{align*}

\begin{align*}
C(U, f) &= 2 \sum_{1 < |b_n| < U} \left( \frac{1}{\rho_n} - \frac{\rho_n}{U^2} \right) \sin \psi_n \\
&\geq 2 \sum_{1 < |b_n| < R} \left( \frac{1}{\rho_n} - \frac{\rho_n}{U^2} \right) \sin \psi_n \geq \left( 1 - \frac{R^2}{U^2} \right) 2 \sum_{1 < |b_n| < R} \frac{\sin \psi_n}{\rho_n} \\
&\geq \frac{U - R}{U} \left\{ \sum_{|b_n| < R} \frac{2\rho_n \sin \psi_n}{1 + \rho_n^2} - \sum_{|b_n| \leq 1} \frac{2\rho_n \sin \psi_n}{1 + \rho_n^2} \right\}.
\end{align*}
From here we get

\[
\nu(\Pi) \leq \frac{U}{U-R}(A(U, f) + C(U, f)) \\
+ \frac{1}{\pi} \int_{-1}^{1} \frac{\ln^+ |f(t)|}{1+t^2} dt + \sum_{|\theta_n| \leq 1} \frac{2\rho_n \sin \psi_n}{1+\rho_n^2}.
\]

(3.22)

In what follows the letter \(K\) will be used to denote finite positive constants which do not depend on variables denoted by \(r, R, \varphi, t, q, U,\) and \(\varepsilon.\)

By (3.18) and (3.19), for \(0 < r < R, 0 < \varphi < \pi,\) the inequality

\[
\ln^+ |f(re^{i\varphi})| \leq u(re^{i\varphi}) + 2 \left( \frac{R}{R-r} \right)^3 rB(R, f)
\]

holds. From here, using (3.20) and (3.22), we get that for \(r \in [1, R] \setminus A_q, 0 < \varphi < \pi,\) the inequality

\[
\ln^+ |f(re^{i\varphi})| \leq K \left( \frac{1}{q} + 1 \right) \frac{U_r}{U-R}\{A(U, f) + C(U, f) + 1\} \\
+ 2 \left( \frac{R}{R-r} \right)^3 rB(R, f), (U > R),
\]

(3.23)

holds. Since, by Theorem 5.4 from Chapter 1, the function \(S(r, f)\) is, up to a bounded summand, non-decreasing, we have

\[
B(R, f) \leq S(R, f) \leq S(U, f) + K.
\]

Taking into account \(A(U, f) + C(U, f) \leq S(U, f),\) we get the inequality

\[
\ln^+ |f(re^{i\varphi})| \leq Kr \left\{ \left( \frac{1}{q} + 1 \right) \frac{U}{U-R} + \left( \frac{R}{R-r} \right)^3 \right\} \{S(U, f) + 1\},
\]

(3.24)

where \(r \in [1, R] \setminus A_q, 0 < \varphi < \pi, U > R.\)

Let \((k(r)\) and \(\varepsilon\) are from the statement of Theorem 3.3)

\[
U(t) = t \left( 1 + \frac{1}{k(t)} \right), U_1(t) = \max_{0 \leq \tau \leq t} U(\tau),
\]

\[
R(t) = t \left( 1 + \frac{1}{2k(t)} \right), t' = t \left( 1 + \frac{1}{4k(t)} \right), q(t) = \frac{\varepsilon}{16k(t)}.
\]

and denote by \(j(t)\) the interval \([t, t']\). Since

\[
\frac{U(t)}{U(t) - R(t)} \leq 4k(t), \frac{1}{q(t)} + 1 \leq \frac{17k(t)}{\varepsilon},
\]

and for \(r \in j(t)\) the inequality

\[
\frac{R(t)}{R(t) - r} \leq 6k(t)
\]

holds, the inequality (3.24) implies that for \(r \in j(t) \setminus A_{q(t)}\) the inequality

\[
\ln^+ |f(re^{i\varphi})| \leq Kr t^3(t)\{S(U(t), f) + 1\}, 0 < \varphi < \pi,
\]

holds. Since, obviously, \(t \leq r\) for \(r \in j(t) \setminus A_{q(t)},\) we have also \(k(t) \leq k(r), U(t) \leq U_1(t) \leq U_1(r),\) and, by Theorem 5.4 from Chapter 1,

\[
S(U(t), f) \leq S(U_1(r), f) + K.
\]
Therefore for \( r \in j(t) \setminus A_{q(t)} \) the inequality
\[
\ln^+ |f(re^{i\varphi})| \leq K r k^3(r) \{ S(U_1(r), f) + 1 \}, \quad 0 < \varphi < \pi,
\]
also holds.

We show that the inequality (3.25) holds for all \( r \geq 1 \) except, possibly, some subset \( E_\varepsilon \subset [1, \infty) \) satisfying \( \mu(E_\varepsilon) \leq \varepsilon \).

Denote by \( E(t) \) the set \( j(t) \cap A_{q(t)} \). Using (3.21) and the choice of \( q(t) \) we get
\[
\mes E(t) \leq t' \int_{E(t)} \frac{d\tau}{r} \leq t' \int_{A_{q(t)}} \frac{d\tau}{r} \leq t' q(t) \leq 2t \frac{\varepsilon}{16k(t)} = \frac{\varepsilon}{8k(t)},
\]
whence
\[
\mes E(t) \leq \frac{\varepsilon}{2} \mes j(t).
\]

Consider a sequence of intervals \( j(t_k), k = 0, 1, \ldots, \) letting
\[
t_0 = 1, \quad t_k = t_{k-1}', \quad k = 1, 2, \ldots.
\]
These intervals cover the whole semiaxis \([1, \infty)\). In fact, otherwise we would have
\[
\lim_{k \to \infty} t_k = \alpha < \infty.
\]
Choosing \( \delta > 0 \) and \( n \) in such a way, that \( 4k(\alpha) < \delta^{-1} \) and
\[
t_n > \alpha(1 + \delta)^{-1},
\]
we would arrive at a contradiction:
\[
t_{n+1} = t_n' = t_n \left( 1 + \frac{1}{4k(t_n)} \right) \geq t_n \left( 1 + \frac{1}{4k(\alpha)} \right) > \frac{\alpha}{1 + \delta}(1 + \delta) = \alpha.
\]

Take
\[
E_\varepsilon = \bigcup_{k=0}^{\infty} E(t_k).
\]

Obviously, for \( r \in [1, \infty) \setminus E_\varepsilon \) the inequality (3.25) holds. Besides, by (3.26), we have
\[
\mu(E_\varepsilon) = \lim_{r \to \infty} \sup_{r \to \infty} r^{-1} \mes \{ E_\varepsilon \cap (0, r) \}
\leq \lim_{r \to \infty} \sup_{r \to \infty} r^{-1} \sum_{t_k < r} \mes E(t_k) \leq \frac{\varepsilon}{2} \lim_{r \to \infty} \sup_{r \to \infty} r^{-1} \sum_{t_k < r} \mes j(t_k)
\leq \frac{\varepsilon}{2} \lim_{r \to \infty} r^{-1} \mes \left\{ \left[ 1, r \left( 1 + \frac{1}{4k(r)} \right) \right] \right\} \leq \frac{\varepsilon}{2} \cdot \frac{5}{4} < \varepsilon.
\]

The theorem will be proved is we establish that for all \( r \geq 1 \) except, possibly, a set of finite logarithmic measure, the equality \( U_1(r) = U(r) \) holds. Denote by \( E \) the set on which \( U_1(r) > U(r) \). Since the functions \( U_1(r) \) and \( U(r) \) are continuous, the set \( E \) is open and hence is a union of a finite or a countable set of pairwise disjoint intervals \( (a_\alpha, b_\alpha) \).

Since \( \lim_{r \to \infty} U(r) = \infty \), none of the intervals can be infinite.

Obviously, \( U(a_\alpha) = U(b_\alpha) \), that is,
\[
a_\alpha \left( 1 + \frac{1}{k(a_\alpha)} \right) = b_\alpha \left( 1 + \frac{1}{k(b_\alpha)} \right).
\]

This implies
\[
b_\alpha - a_\alpha = \frac{a_\alpha}{k(a_\alpha)} - \frac{b_\alpha}{k(b_\alpha)} \leq a_\alpha \left( \frac{1}{k(a_\alpha)} - \frac{1}{k(b_\alpha)} \right),
\]
and we get
\[ \int_{E} \frac{dt}{t} = \sum_{\alpha} \int_{a_{\alpha}}^{b_{\alpha}} \frac{dt}{t} \leq \sum_{\alpha} \frac{b_{\alpha} - a_{\alpha}}{a_{\alpha}} \leq \sum_{\alpha} \left( \frac{1}{k(a_{\alpha})} - \frac{1}{k(b_{\alpha})} \right). \]

Using Leibniz’s theorem on alternating series we get the desired conclusion.

4. Meromorphic functions with poles and zeros located in small angles

Consider a system of rays
\[ D' = D(\alpha_1, \beta_1, \alpha_2, \beta_2, \ldots, \alpha_n, \beta_n) \]
\[ \alpha_1 < \beta_1 < \alpha_2 < \beta_2 < \cdots < \alpha_n < \beta_n < \alpha_{n+1} = \alpha_1 + 2\pi, \]
such that
\[ \max_{1 \leq j \leq n} (\beta_j - \alpha_j) < \min_{1 \leq j \leq n} (\alpha_{j+1} - \beta_j). \]
The angles \( \{\alpha_j \leq \arg z \leq \beta_j\} \) will be called small angles of the system \( D' \). Let
\[ \omega'_j(D') = \pi/(\beta_j - \alpha_j), \quad \omega''_j(D') = \pi/(\alpha_{j+1} - \beta_j), \quad j = 1, \ldots, n, \]
\[ \omega'(D') = \min_{1 \leq j \leq n} \omega'_j(D'), \quad \omega''(D') = \max_{1 \leq j \leq n} \omega''_j(D'). \]
Note that by the condition (4.3), the inequality
\[ \omega'(D') > \omega''(D') \]
holds.

**Definition.** If the condition
\[ \sum_{j=1}^{n} r^{\omega'_j(D') - \omega''(D')} \tilde{C}_{\beta_j, \alpha_j+1} (r, a, f) = O(1), \quad r \to \infty, \]
is satisfied, we say that almost all \( a \)-points of the function \( f(z) \) are in small angles of the system \( D' \).

This condition is obviously satisfied if all \( a \)-points of the function \( f(z) \) except, possibly, finitely many are in small angles of the system \( D' \).

The following theorem is the main result of this section.

**Theorem 4.1.** Let \( f(z) \) be a meromorphic function of order \( \rho < \infty \), almost all of whose zeros and poles are in small angles of the system \( D' \). If the inequality
\[ \delta(a, f) > 1 - \cos \frac{\pi \rho}{2\omega'(D')} \]
holds for some \( a \neq 0, \infty \), then the relation
\[ \omega''(D') < \rho < \omega'(D') \]
cannot be true.
In particular, if the system $D'$ consists of two rays, $D' = D(\alpha, \beta)$, $0 < \beta - \alpha < \pi$, then $\omega'(D') = \pi/(\beta - \alpha)$, $\omega''(D') = \pi/(2\pi - \beta + \alpha)$, and Theorem 4.1 immediately implies

**Corollary 1.** Let $f(z)$ be a meromorphic function of order $\rho < \infty$, almost all of whose poles and zeros are in the small angle of the system $D' = D(\alpha, \beta)$, $0 < \beta - \alpha < \pi$. If the inequality

$$\delta(a, f) > 1 - \cos \frac{\rho(\beta - \alpha)}{2}$$

holds for some $a \neq 0, \infty$, then the relation

$$\frac{\pi}{2\pi - \beta + \alpha} < \rho \leq \frac{\pi}{\beta - \alpha}$$

cannot be true.

From here we get

**Corollary 2.** Let $f(z)$ be an entire function of order $\rho$, all of whose $b$- and $c$-points of which $(b \neq c; b, c \neq \infty)$ except, possibly, finitely many, are in the angle $\{\alpha \leq \arg z \leq \beta\}$, $0 < \beta - \alpha < \pi$. Then either $\rho \geq \pi/(\beta - \alpha)$, or $\rho \leq \pi/(2\pi - \beta + \alpha)$.

In fact, consider the system $D' = D(\alpha, \beta)$ and the meromorphic function $f_1(z) = \frac{f(z) - b}{f(z) - c}$. Almost all zeros and poles of this function are in the small angle of the system $D' = D(\alpha, \beta)$, and $\delta(1, f_1) = 1$. If $\rho < \pi/(\beta - \alpha)$, then the function $f_1(z)$ satisfies the condition (4.5') with $a = 1$, and by Corollary 1 the inequality $\rho > \pi/(2\pi - \beta + \alpha)$ cannot be true.

We show that for each $\rho \geq \pi/(\beta - \alpha)$ and each $\rho \leq \pi/(2\pi - \beta + \alpha)$ it is possible to construct an entire function of order $\rho$, such that for some $b$ and $c$ $(b \neq c; b, c \neq \infty)$, all $b$- and $c$-points of $f(z)$, except, possibly, finitely many are in the angle $\{\alpha \leq \arg z \leq \beta\}$.

**Example 1.** As it was proved in p. 30 from Section 5 of Chapter 2, the Mittag-Leffler function $E_\rho(z)$ has order $\rho$. We shall assume that $\rho > 1/2$. By the formula (5.40) from Chapter 2 the value of

$$M = \sup_{\frac{\pi}{\rho} - \frac{\arg z}{\rho} \leq 2\pi - \frac{\pi}{\rho}} |E_\rho(z)|$$

is finite. Therefore, if the numbers $b$ and $c$ satisfy the condition $\min(|b|, |c|) > M$, then all $b$- and $c$-points of the function $E_\rho(z)$ are in the angle $\left\{-\frac{\pi}{2\rho} \leq \arg z \leq \frac{\pi}{2\rho}\right\}$. Thus, for each $\rho \geq \pi/(\beta - \alpha)$ all $b$- and $c$-points of the function $E_\rho\left(ze^{-i(\alpha + \frac{\pi}{\rho})}\right)$ are in the angle $\left\{\alpha \leq \arg z \leq \alpha + \frac{\pi}{\rho}\right\} \subset \{\alpha \leq \arg z \leq \beta\}$.

Consider now the case $\rho \leq \pi/(2\pi - \beta + \alpha)$. The formula (5.40) from Chapter 2 implies that the number

$$m = \inf_{\frac{\pi}{|z|} \leq \frac{\pi}{\rho}} |E_\rho(z)|$$
is positive if \( R > 0 \) is sufficiently large. Therefore, if the numbers \( b \) and \( c \) satisfy the condition \( \max(|b|, |c|) < m \), then all \( b \) - and \( c \)-points of the function \( E_\rho(z) \) except, possibly, finitely many are in the angle \( \left\{ \frac{\pi}{2\rho} \leq \arg z \leq 2\pi - \frac{\pi}{2\rho} \right\} \). Then all \( b \)- and \( c \)-points of the function \( E_\rho(z) e^{-i(\alpha - \frac{\pi}{2})} \) except, possibly, finitely many are in the angle \( \left\{ \alpha \leq \arg z \leq \alpha + 2\pi - \frac{\pi}{\rho} \right\} \subset \{ \alpha \leq \arg z \leq \beta \} \).

Later on we shall show that Corollary 1 is no longer true if the sign \( > \) in the condition (4.5) is replaced by \( \geq \). Now we observe that the condition (4.5) cannot be dropped. In fact, Example 2 from Section 2 shows that even for a function whose zeros and poles lie on a ray, the growth can be absolutely arbitrary.

Now we point to a connection between Theorems 4.1 and 2.1. Let all zeros and poles except, possibly, finitely many of a meromorphic function \( f \) lie on rays of the system \( D = D(\alpha_1, \alpha_2, \ldots, \alpha_n) \), and \( \delta(a, f) > 0 \) for some \( a \neq 0, \infty \). Then, by Theorem 2.1, the inequality \( \rho \leq \omega(D) \) holds. Under the additional assumption that \( \rho < \infty \) this estimate can be derived, also, from Theorem 4.1. In fact, we choose numbers \( \beta_j \) in such a way that the inequalities (4.2) and (4.3) hold. Then almost all zeros and poles of the function \( f(z) \) are in the small angles of the system \( D' = D(\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \). Choosing \( \beta_j \) sufficiently close to \( \alpha_j \), we can make \( \omega'(D') \) arbitrarily large, in particular, so large that (4.5) holds and \( \rho < \omega'(D') \). By Theorem 4.1 we get \( \rho \leq \omega'(D') \) and, since \( \omega''(D') \to \omega(D) \) as \( \beta_j \to \alpha_j \), we conclude that \( \rho \leq \omega(D) \).

Note also, that if we formally pass to the limit as \( \beta_j \to \alpha_j \) (\( j = 1, \ldots, n \)) in Theorem 4.1, its conditions will take the form

\[ U_D(r, 0, \infty) = O(1), \quad \delta(a, f) > 0, \]

where \( D = D(\alpha_1, \alpha_2, \ldots, \alpha_n) \), and the statement will be reduced to the inequality \( \rho \leq \omega(D) \), that is, we get a special case of Theorem 2.1.

Now we turn to auxiliary results used in the proof of Theorem 4.1.

**Lemma 4.1.** Let

\[ \chi(z) = \prod_{\nu=1}^{\infty} \frac{1 - \frac{z}{p_\nu}}{1 - \frac{z}{p_\nu}} \]

be a meromorphic function of genus zero, all poles \( p_\nu \) of which are in the half-plane \( \{ \Im z > 0 \} \). Suppose that the order of the function \( \chi(z) \) is equal to \( \eta < 1 \). Then for each \( \sigma, \eta < \sigma < 1 \), the inequality

\[ \int_b^\infty \frac{m(t, \chi)}{t^{\sigma+1}} dt \leq \left( \sec \frac{\pi \sigma}{2} - 1 \right) \int_b^\infty \frac{N(t, \chi)}{t^{\eta+1}} dt, \quad 0 < b < \infty, \]

holds.

**Proof.** First we establish the inequality

\[ \int_b^\infty \frac{q(t)}{t^{\eta+\sigma}} dt \leq \left( \sec \frac{\pi \sigma}{2} - 1 \right) \int_b^\infty \frac{\ln t + t}{t^{1+\sigma}} dt, \quad 0 < b < \infty, \quad 0 < \sigma < 1, \]
where
\[ q(t) = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \ln \left| \frac{1 + te^{i\theta}}{1 - te^{i\theta}} \right| d\theta. \]

Choosing arbitrarily a branch of the function \( \arg \left( \frac{1 + z}{1 - z} \right) \) on the semicircle \( C_t = \{ |z| = t, -\pi/2 \leq \arg z \leq \pi/2 \} \) oriented counterclockwise, by the Cauchy–Riemann equations we have \( t \neq 1 \)
\[ q'(t) = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \frac{\partial}{\partial t} \ln \left| \frac{1 + te^{i\theta}}{1 - te^{i\theta}} \right| dt = \frac{1}{2\pi t} \int_{-\pi/2}^{\pi/2} \frac{\partial}{\partial \theta} \arg \left( \frac{1 + te^{i\theta}}{1 - te^{i\theta}} \right) d\theta = \frac{1}{2\pi t} \Delta_{C_t} \arg \left( \frac{1 + te^{i\theta}}{1 - te^{i\theta}} \right). \]

Therefore
\[ q'(t) = \begin{cases} \frac{2}{\pi t} \arctan t, & 0 < t < 1, \\ \frac{2}{\pi t} \arctan t - \frac{1}{t}, & t > 1, \end{cases} \]
hence,
\[ q(t) = \frac{2}{\pi} \int_0^t \arctan \frac{s}{s} - \ln^+ t. \]

Below we use the argument employed in the proof of Lemma 3.3 from Chapter 5.
Consider the function
\[ \varphi(b) = \int_b^\infty \left\{ \left( \sec \frac{\pi \sigma}{2} - 1 \right) \ln^+ t - q(t) \right\} \frac{dt}{t^{1+\sigma}}. \]

Since
\[ \int_0^\infty \frac{q(t)}{t^{1+\sigma}} dt = \frac{1}{\sigma} \int_0^\infty \frac{q'(t)}{t^\sigma} dt = \frac{2}{\pi \sigma} \int_0^\infty \frac{\arctan t}{t^{1+\sigma}} dt - \frac{1}{\sigma} \int_1^\infty \frac{dt}{t^{1+\sigma}} = \frac{2}{\pi \sigma^2} \int_0^\infty \frac{dt}{t^\sigma(1+t^2)} - \frac{1}{\sigma^2} = \frac{1}{\sigma^2} \left( \sec \frac{\pi \sigma}{2} - 1 \right), \]
\[ \int_0^\infty \frac{\ln^+ t}{t^{1+\sigma}} dt = \frac{1}{\sigma^2}, \]
we have \( \varphi(0) = 0 \). Obviously \( \lim_{b \to \infty} \varphi(b) = 0 \).

The integrand in (4.9) is negative for \( 0 < t < 1 \), for \( t > 1 \) we have
\[ \left\{ \left( \sec \frac{\pi \sigma}{2} - 1 \right) \ln^+ t - q(t) \right\} = \frac{1}{t} \left\{ \sec \frac{\pi \sigma}{2} - \frac{2}{\pi} \arctan t \right\} > 0. \]

Therefore the function \( \varphi'(b) \) change its sign only once on the semiaxis \( 0 < b < \infty \), from plus to minus. Since \( \lim_{b \to \infty} \varphi(b) = 0 \), we have \( \varphi(b) > 0 \) for all \( b \), \( 0 < b < \infty \), thus, the inequality (4.8) has been proved.

Using Lemma 4.4 from Chapter 5 and the notation from its statement, we have
\[ m(r, \chi) \leq m(r, \tilde{\chi}). \]
But, obviously,

\[ m(r, \chi) = \frac{1}{2\pi} \int_0^{2\pi} \ln \left| \prod_{\nu=1}^{\infty} \frac{1 - r e^{i\theta}}{|p_{\nu}|} \right| d\theta \]

\[ = \frac{1}{2\pi} \int_{\pi/2}^{3\pi/2} \ln \left| \prod_{\nu=1}^{\infty} \frac{1 - r e^{i\theta}}{|p_{\nu}|} \right| d\theta \]

\[ = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \ln \left| \prod_{\nu=1}^{\infty} \frac{1 + r e^{i\theta}}{|p_{\nu}|} \right| d\theta = \sum_{\nu=1}^{\infty} q \left( \frac{r}{|p_{\nu}|} \right). \]

By (4.8) for each \( b > 0 \) we have

\[ \int_b^{\infty} \frac{q \left( \frac{r}{|p_{\nu}|} \right)}{r^{1+\sigma}} dr \leq \left( \sec \frac{\pi \sigma}{2} - 1 \right) \int_b^{\infty} \ln \frac{r}{|p_{\nu}|} \frac{r}{r^{1+\sigma}} dr. \]

Assuming that \( \eta < \sigma < 1 \) and summing over \( \nu \), we get

\[ \int_b^{\infty} m(r, \chi) dr \leq \left( \sec \frac{\pi \sigma}{2} - 1 \right) \int_b^{\infty} N(r, \chi) dr, \]

from where, by (4.10), the inequality (4.7) follows.

\[ \square \]

**Lemma 4.2.** Let a function \( g(t) \geq 0, -\infty < t < \infty \), be such that for some \( \lambda \), \( 0 \leq \lambda \leq 2 \), the inequality

\[ \int_{-\infty}^{\infty} \frac{g(t)}{1 + |t|^\lambda} < \infty \]

holds. Let

\[ u(z) = \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{g(t) dt}{(x - t)^2 + y^2}, \quad z = x + iy, \quad y > 0. \]

Then

\[ u(z) \leq K |z|^\lambda y^{-1}, \quad |z| > 1, \]

where \( K \) is a positive constant which does not depend on \( z \).

The statement of the lemma follows from the estimate

\[ \frac{\pi u(z)}{y} = \int_{-\infty}^{\infty} \frac{g(t) dt}{|z - t|^2} = \int_{|t|<2|z|} \frac{g(t) dt}{1 + |t|^\lambda} \frac{1 + |t|^\lambda}{|z - t|^2} dt + \int_{|t|\geq2|z|} \frac{g(t) dt}{1 + |t|^\lambda} \frac{1 + |t|^\lambda}{|z - t|^2} dt \]

\[ \leq \frac{1 + 2^\lambda |z|^\lambda}{y^2} \int_{|t|<2|z|} \frac{g(t) dt}{1 + |t|^\lambda} + \frac{\frac{1}{|z|^2} + 2^\lambda}{|z|^{\lambda-2}} \int_{|t|\geq2|z|} \frac{g(t) dt}{1 + |t|^\lambda}. \]

**Lemma 4.3.** Let \( f(z) \) be a meromorphic function of finite order, \( a \neq 0, \omega \) be a complex number, \( 0 < \beta - \alpha \leq 2\pi, \omega = \pi/\beta - \alpha \). Suppose that

\[ \bar{C}_{\alpha\beta}(r, f) + \frac{\bar{C}_{\alpha\beta}}{r} = O(r^p), \quad p > 0, \quad r \to \infty. \]
For an arbitrary \( \varepsilon \) satisfying \( 0 < \varepsilon < \frac{1}{2}(\beta - \alpha) \) the estimate
\[
(4.11) \quad m_{\alpha + \varepsilon, \beta - \varepsilon} \left( r, \frac{1}{f - a} \right) = O(r^{\omega + \rho}), \quad r \to \infty,
\]
holds, and for each \( \varepsilon_1 > 0 \) the integral
\[
I(\varphi) = \int_1^\infty \ln^+ \frac{1}{|f(re^{i\varphi}) - a|} \frac{dr}{r^{1 + p + \omega + \varepsilon_1}}
\]
converges for all \( \varphi \in (\alpha + \varepsilon, \beta - \varepsilon) \) except, possibly, some set \( E \) satisfying \( \text{mes} E = 0 \).

**Proof.** It is easy to see that
\[
m_{\alpha + \varepsilon, \beta - \varepsilon} \left( r, \frac{1}{f - a} \right) \leq \frac{r^\omega}{4\omega \sin \omega \varepsilon} B_{\alpha \beta} \left( r, \frac{1}{f - a} \right).
\]
Using the analogue of Lemma 2.1 from Chapter 3 for angular Nevanlinna characteristics, valid by Theorem 3.3 from Chapter 3, we have
\[
B_{\alpha \beta} \left( r, \frac{1}{f - a} \right) \leq A_{\alpha \beta} \left( r, \frac{f}{f'} \right) + B_{\alpha \beta} \left( r, \frac{f}{f'} \right) + Q_{\alpha \beta}(r, f) \leq S_{\alpha \beta} \left( r, \frac{f}{f'} \right) + O(1).
\]
Now we use Theorems 5.2 from Chapter 1 and 3.1 from Chapter 3, and get
\[
S_{\alpha \beta} \left( r, \frac{f}{f'} \right) = A_{\alpha \beta} \left( r, \frac{f'}{f} \right) + B_{\alpha \beta} \left( r, \frac{f'}{f} \right) + C_{\alpha \beta} \left( r, \frac{f'}{f} \right) + O(1)
\]
\[
= \tilde{C}_{\alpha \beta}(r, f) + \tilde{C}_{\alpha \beta} \left( r, \frac{1}{f} \right) + O(1).
\]
Thus,
\[
m_{\alpha + \varepsilon, \beta - \varepsilon} \left( r, \frac{1}{f - a} \right) \leq \frac{r^\omega}{4\omega \sin \omega \varepsilon} \left\{ \tilde{C}_{\alpha \beta}(r, f) + \tilde{C}_{\alpha \beta} \left( r, \frac{1}{f} \right) + O(1) \right\} = O(r^{\omega + \rho}).
\]
Dividing relation (4.11) by \( r^{1 + p + \omega + \varepsilon_1} \) and integrating with respect to \( r \) from 1 to \( \infty \), we get
\[
\int_1^\infty m_{\alpha + \varepsilon, \beta - \varepsilon} \left( r, \frac{1}{f - a} \right) \frac{dr}{r^{1 + p + \omega + \varepsilon_1}} \leq \frac{1}{2\pi} \int_{\alpha + \varepsilon}^{\beta - \varepsilon} d\varphi \int_1^\infty \ln^+ \frac{1}{|f(re^{i\varphi}) - a|} \frac{dr}{r^{1 + p + \omega + \varepsilon_1}}
\]
\[
= \frac{1}{2\pi} \int_{\alpha + \varepsilon}^{\beta - \varepsilon} d\varphi \int_1^\infty \ln^+ \frac{1}{|f(re^{i\varphi}) - a|} \frac{dr}{r^{1 + p + \omega + \varepsilon_1}} = \frac{1}{2\pi} \int_{\alpha + \varepsilon}^{\beta - \varepsilon} I(\varphi) d\varphi.
\]
Thus, from here it follows that \( I(\varphi) < \infty \) for all \( \varphi \in (\alpha + \varepsilon, \beta - \varepsilon) \), except, possibly, some set \( E \), \( \text{mes} E = 0 \). Q.E.D.

Now we turn to a proof of Theorem 4.1. Suppose that the order \( \rho \) of the function \( f(z) \) satisfies the inequality \( \omega''(D') < \rho < \omega'(D') \), and let us prove that for each \( a \neq 0 \) the inequality
\[
(4.12) \quad \delta(a, f) \leq 1 - \cos \frac{\pi \rho}{2\omega'(D')}
\]
holds.
Denote by \( D'_\varepsilon \) the system \( D'_\varepsilon = D(\alpha_1-\varepsilon, \beta_1+\varepsilon, \alpha_2-\varepsilon, \beta_2+\varepsilon, \ldots, \alpha_n-\varepsilon, \beta_n+\varepsilon) \) of rays, where \( \varepsilon > 0 \) is so small that
\[
\max_{1 \leq j \leq n} (\beta_j - \alpha_j) + 4 \varepsilon < \min_{1 \leq j \leq n} (\alpha_{j+1} - \beta_j),
\]
(4.13) \( \omega''(D') < \omega''(D'_\varepsilon) < \omega''(D'_\varepsilon') < \omega'(D') \).

We have
\[
m(r, a) = \sum_{j=1}^{n} m_{\alpha_j-\varepsilon, \beta_j+\varepsilon} \left( r, \frac{1}{f-a} \right) + \sum_{j=1}^{n} m_{\beta_j+\varepsilon, \alpha_{j+1}-\varepsilon} \left( r, \frac{1}{f-a} \right)
= \Phi_1(r) + \Phi_2(r).
\]

The estimate for the sum \( \Phi_2(r) \) is obtained using Lemma 4.3. Since almost all of zeros and poles of the function \( f(z) \) are in small angles of the system \( D' \), then
\[
\tilde{C}_{\beta_j, \alpha_j+1}(r, f) + \tilde{C}_{\beta_j, \alpha_j+1}(r, \frac{1}{f}) = O \left( r^{\omega''(D')-\omega''(D')} \right), \quad j = 1, \ldots, n.
\]
Applying Lemma 4.3, we get the estimate
\[
m_{\beta_j+\varepsilon, \alpha_{j+1}-\varepsilon} \left( r, \frac{1}{f-a} \right) = O(r^{\omega''(D')}), \quad j = 1, \ldots, n,
\]
hence,
(4.14) \( \Phi_2(r) = O(r^{\omega''(D')}). \)

The estimate of \( \Phi_1(r) \) is significantly more complicated.

By Lemma 4.3 there are numbers \( \varphi_j, \psi_j, \alpha_j - 2 \varepsilon < \varphi_j < \psi_j < \alpha_j - \varepsilon, \beta_j + \varepsilon < \psi_j < \beta_j + 2 \varepsilon \), such that for \( \theta = \varphi_j, \psi_j \) \( j = 1, \ldots, n \) we have
(4.15)
\[
\int_{1}^{\infty} \frac{1}{|f(e^{i\theta}) - a|} \frac{dr}{r^{1+\omega''(D')}} < \infty.
\]
We map the angle \( \{ \varphi_j \leq \arg z \leq \psi_j \} \) onto the half-plane \( \{ \Im \zeta \geq 0 \} \) using the mapping \( \zeta = (ze^{i\varphi_j})^{\psi_j}/(\psi_j - \varphi_j) \). Under this mapping the angle \( \{ \alpha_j - \varepsilon \leq \arg z \leq \beta_j + \varepsilon \} \) is mapped onto an angle of the form \( \{ \xi_j \leq \arg \zeta \leq \eta_j \}, 0 < \xi_j < \eta_j < \pi \).

Let
(4.16)
\[
F_j(\zeta) = \{ f(e^{i\varphi_j} \zeta^{(\psi_j-\varphi_j)/\pi}) - a \}^{-1}.
\]
It is easy to see that
(4.17)
\[
m_{\alpha_j-\varepsilon, \beta_j+\varepsilon} \left( r, \frac{1}{f-a} \right) = \frac{\psi_j - \varphi_j}{\pi} m_{\xi_j, \eta_j} \left( r^{\varphi_j-\psi_j}, F_j \right),
\]
therefore to estimate the sum \( \Phi_1 \) it suffices to estimate the quantities \( m_{\xi_j, \eta_j}(r, F_j) \), \( j = 1, \ldots, n \).

Let us show that the function \( F_j(z) \) satisfies
(4.18)
\[
S(r, F_j) = O(1),
\]
and hence, Theorem 3.1 is applicable to it.

Note that
(4.19)
\[
\int_{-\infty}^{\infty} \frac{\ln^{+} |F_j(t)|}{1 + |t|^{1+\mu_j}} dt < \infty,
\]
where \( \mu_j = (\psi_j - \varphi_j)\omega''(D'_\nu)/\pi \). In fact, by (4.16) and (4.15), we have

\[
\int_{-\infty}^{\infty} \frac{\ln^+ |F_j(t)|}{1 + |t|^{1+\mu_j}} dt = \int_{-1}^{1} \frac{\ln^+ |F_j(t)|}{1 + |t|^{1+\mu_j}} dt + \int_{-\infty}^{\infty} \frac{\ln^+ |F_j(t)|}{|t|^{1+\mu_j}} dt
\]

\[
+ \int_{-\infty}^{\infty} \frac{\ln^+ |F_j(t)|}{|t|^{1+\mu_j}} = \int_{-1}^{1} \frac{\ln^+ |F_j(t)|}{1 + |t|^{1+\mu_j}} dt
\]

Next, since

\[(4.19') \quad \frac{\psi_j - \varphi_j}{\pi} < \{\omega'(D'_{2\varepsilon})\}^{-1}, \]

by (4.13) we have \( \mu_j < \{\omega'(D'_{2\varepsilon})\}^{-1}\omega''(D'_\nu) < 1 \). Therefore (4.19) implies

\[
A(r, F_j) \leq \frac{1}{\pi} \int_{1}^{r} \{\ln^+ |F_j(t)| + \ln^+ |F_j(-t)|\} \frac{dt}{t^2} = O(1).
\]

The quantity \( B(r, F_j) \) can be estimated in the following way:

\[
B(r, F_j) \leq \frac{4}{r} m_{0\pi}(r, F_j) \leq \frac{4\pi}{(\psi_j - \varphi_j) r} m_{\varphi, \psi_j} \left( \frac{r^{\psi_j - \varphi_j}}{\pi}, f - a \right)
\]

\[
\leq \frac{4\pi}{(\psi_j - \varphi_j) r} \left( T \left( \frac{r^{\psi_j - \varphi_j}}{\pi}, f \right) + O(1) \right).
\]

By (4.13) and (4.19') we have \( \frac{\psi_j - \varphi_j}{\pi} < 1 \), and get

\[(4.20) \quad B(r, F_j) = o(1).\]

In a similar way we get

\[(4.21) \quad B(r, 1/F_j) = o(1).\]

Denoting \( a\)-points of the function \( f(z) \) by \( r_{\nu} e^{i\theta_{\nu}} \), we have

\[
C(r, F_j) = C_{\varphi_j \psi_j} \left( \frac{r^{\psi_j - \varphi_j}}{\pi}, f - a \right) \leq 2 \sum_{\varphi_j, \psi_j} \leq \theta_{\nu} \sum_{\nu} r_{\nu}^{\psi_j - \varphi_j} < \infty,
\]

since \( \frac{\pi}{\psi_j - \varphi_j} > \rho \).

Thus (4.18) has been proved, and, by Theorem 3.1, the function \( F_j(\zeta) \) admits a representation

\[
\ln |F_j(\zeta)| = \frac{r \sin \varphi}{\pi} \int_{-\infty}^{\infty} \frac{\ln |F_j(t)| dt}{r^2 + t^2 - 2rt \cos \varphi}
\]

\[
- \sum_{\kappa} \ln \left| \frac{\zeta - \bar{q}_{\kappa}}{\zeta - q_{\kappa}} \right| + \sum_{\nu} \left| \frac{\zeta - \bar{p}_{\nu}}{\zeta - p_{\nu}} \right| + \eta r \sin \varphi, \quad \zeta = re^{i\varphi},
\]

where \( \mu_j = (\psi_j - \varphi_j)\omega''(D'_\nu)/\pi \).
where \( q_n \) are zeros of the function \( F_j(\zeta) \), and \( p_n \) are its poles (lying in \( \{ \text{Im} \zeta > 0 \} \)), \( \eta \) is a constant which does not depend on \( \zeta \). Estimates (4.20) and (4.21) and the remark to Theorem 3.1 imply that \( \eta = 0 \). Therefore (4.22) implies that
\[
\ln^+ |F_j(\zeta)| \leq \frac{y}{\pi} \int_{-\infty}^{\infty} \ln^+ |F_j(t)| dt + \sum_{\nu} \ln \left| \frac{\zeta - \bar{p}_{\nu}}{\zeta - p_{\nu}} \right|, \quad \zeta = x + iy.
\]
The relation (4.19) and Lemma 4.2 imply that the estimate
\[
\frac{y}{\pi} \int_{-\infty}^{\infty} \ln^+ |F_j(t)| dt = O(|\zeta|^\mu_j), \quad \zeta = x + iy,
\]
holds in the angle \( \{ \xi_j \leq \arg \zeta \leq \eta_j \} \). Defining a function \( \chi(z) \) by the equality (4.6), we get that
\[
\ln^+ |F_j(re^{i\varphi})| \leq O(r^{\mu_j}) + \ln |\chi(re^{i\varphi})|, \quad \xi_j \leq \arg \zeta \leq \eta_j,
\]
from where, integrating with respect to \( \varphi \) from \( \xi_j \) to \( \eta_j \), we conclude that
\[
(4.23) \quad m_{\xi_j,\eta_j}(r, F_j) \leq K_j r^{\mu_j} + m_{\xi_j,\eta_j}(r, \chi) \leq K_j r^{\mu_j} + m(r, \chi), \quad r \geq 1,
\]
where \( K_j \) is a constant which does not depend on \( r \).

Let us agree to use the notation \( N_{\alpha\beta}(r, f) \), \( 0 < \beta - \alpha \leq 2\pi \), \( r \geq 0 \), for the sum
\[
N_{\alpha\beta}(r, f) = \sum_{\alpha \leq \arg a_n \leq \beta} \ln^+ \frac{r}{|a_n|},
\]
where \( a_n \) are poles of the function \( f(z) \) counted according to their multiplicity. Obviously,
\[
(4.24) \quad N(r, \chi) = \pi \frac{\psi_j - \varphi_j}{\psi_j - \varphi_j} N_{\psi_j,\psi_j}(r \frac{\psi_j - \varphi_j}{\pi}, \frac{1}{f - a}).
\]
Therefore
\[
N(r, \chi) \leq \frac{\pi}{\psi_j - \varphi_j} N \left( r \frac{\psi_j - \varphi_j}{\pi}, \frac{1}{f - a} \right) \leq \frac{\pi}{\psi_j - \varphi_j} T \left( r \frac{\psi_j - \varphi_j}{\pi}, f \right) + O(1).
\]
From here it follows that the order of the function \( N(r, \chi) \) does not exceed the number \( \frac{\psi_j - \varphi_j}{\pi} \rho < \{ \omega'(D_{2z}) \}^{-1} \rho < 1 \). Since \( N(r, \chi) = N(r, 1/\chi) \), and the function \( \chi(z) \) is a quotient of two canonical products of genus zero, then (Theorem 3.4 from Chapter 2) the order of this function also does not exceed \( \frac{\psi_j - \varphi_j}{\pi} \rho \).

Using Lemma 4.1, we write the inequality (4.7) for our function \( \chi(z) \). It holds for all \( b > 0 \) and \( \sigma \) satisfying the condition \( \frac{\psi_j - \varphi_j}{\pi} \rho < \sigma < 1 \).

We divide (4.23) by \( r^{1+\sigma} \) and integrate it with respect to \( r \) from \( b > 1 \) to \( \infty \). Taking into account (4.7) we get
\[
\int_b^{\infty} \frac{m_{\xi_j,\eta_j}(r, F_j)}{r^{1+\sigma}} dr \leq \left( \sec \frac{\pi \sigma}{2} - 1 \right) \int_b^{\infty} \frac{K_j r^{\mu_j} + N(r, \chi)}{r^{1+\sigma}} dr,
\]
where \( K_j \) is a constant which does not depend on \( r \) and \( b \). Using the equalities (4.17) and (4.24), and making the change of variable \( r = \pi/(\psi_j - \varphi_j) \) in the integrals,
we have that for \( \frac{\psi_j - \varphi_j}{\pi} \rho < \sigma < 1 \) and for all \( b > 1 \) the inequality

\[
\int_b^{\infty} m_{\alpha_j, \varepsilon, \beta_j + \varepsilon} \left( t, \frac{1}{t - a} \right) dt
\]

\[
\leq \left( \sec \frac{\pi \sigma}{2} - 1 \right) \int_b^{\infty} K_j'' t \omega''(D'_j) + N_{\varphi_j \psi_j} \left( t, \frac{1}{t - a} \right) dt
\]

holds, where \( K_j'' \) is a constant which does not depend on \( t \) and \( b \). Let \( \eta = \frac{\sigma \pi}{\psi_j - \varphi_j} \)

and note that as \( \sigma \) ranges over the interval \( \left( \rho \frac{\psi_j - \varphi_j}{\pi}, 1 \right) \), the parameter \( \eta \) ranges

over the interval \( \left( \rho, \frac{\pi}{\psi_j - \varphi_j} \right) \), which contains the interval \( \left( \rho, \omega'(D'_2) \right) \). Note, also,

that \( \sigma < \eta \left\{ \omega'(D'_2) \right\}^{-1} \). Then we can claim that for \( \rho < \eta < \omega'(D'_2) \) and \( b > 1 \) the inequality

\[
\int_b^{\infty} m_{\alpha_j, \varepsilon, \beta_j + \varepsilon} \left( t, \frac{1}{t - a} \right) dt
\]

\[
\leq \left( \sec \frac{\pi \eta}{2 \omega'(D'_2)} - 1 \right) \int_b^{\infty} K_j'' t \omega''(D'_j) + N_{\varphi_j \psi_j} \left( t, \frac{1}{t - a} \right) dt
\]

holds. Adding these inequalities over \( j = 1, \ldots, n \) and taking into account that

\[
\sum_{j+1}^{n} N_{\varphi_j \psi_j} \left( t, \frac{1}{t - a} \right) \leq N \left( t, \frac{1}{t - a} \right), \quad t \geq 1,
\]

since the intervals \( (\varphi_j, \psi_j) \) do not intersect, we get

\[(4.25) \quad \int_b^{\infty} \Phi_1(t) dt \leq \left( \sec \frac{\pi \eta}{2 \omega'(D'_2)} - 1 \right) \int_b^{\infty} K t \omega''(D'_j) + N(t, a) dt,
\]

where \( K \) is a constant which does not depend on \( b \) and \( t \), \( \rho < \eta < \omega'(D'_2), \quad b > 1 \).

The relation (4.14) implies that for \( \eta > \rho > \omega''(D'_2) > \omega''(D') \) the inequality

\[
\int_b^{\infty} \Phi_2(t) dt \leq \int_b^{\infty} K' t \omega''(D'_j) dt
\]

holds, where \( K' \) is a constant which does not depend on \( b \) and \( t \). Adding with (4.25) we get the inequality

\[
\int_b^{\infty} m(t, a) dt \leq \left( \sec \frac{\pi \eta}{2 \omega'(D'_2)} - 1 \right) \int_b^{\infty} K'' t \omega''(D'_j) + N(t, a) dt,
\]

where \( K'' \) does not depend on \( b \) and \( t \), \( \rho < \eta < \omega'(D'_2), \quad b > 1 \).

Since \( \rho > \omega''(D'_2) \), for each \( \varepsilon_1 > 0 \) there is a sequence \( \{b_q\}, \quad b_q \uparrow \infty \), such that

\[
\int_{b_q}^{\infty} K'' t \omega''(D'_j) dt \leq \varepsilon_1 \int_{b_q}^{\infty} T(t, f) dt.
\]

Therefore we have the inequality

\[
\int_{b_q}^{\infty} m(t, a) dt \leq \left( \sec \frac{\pi \eta}{2 \omega'(D'_2)} - 1 \right) \int_{b_q}^{\infty} N(t, a) dt + \varepsilon_1 T(t, f) dt.
\]
This inequality implies that there exists a number $t_q > b_q$, such that
\begin{equation}
(4.26) \quad m(t_q, a) \leq \left( \sec \frac{\pi \eta}{2\omega'(D'_{2e})} - 1 \right) \{ N(t_q, a) + \varepsilon_1 T(t_q, f) \}.
\end{equation}
Dividing both sides of (4.26) by $T(t_q, f)$ and taking the limit as $t_q \to \infty$, we get
\begin{equation}
\delta(a, f) \leq \left( \sec \frac{\pi \eta}{2\omega'(D'_{2e})} - 1 \right) \{ 1 - \delta(a, f) + \varepsilon_1 \}.
\end{equation}
Letting here $\varepsilon$ and $\varepsilon_1$ tend to 0, and $\eta$ tend to $\rho$, we get the inequality
\begin{equation}
\delta(a, f) \leq \left( \sec \frac{\pi \rho}{2\omega'(D')} - 1 \right) \{ 1 - \delta(a, f) \},
\end{equation}
which is equivalent to (4.12). This completes the proof of the theorem. □

Now we construct an example showing that the sign $>$ in the condition (4.5′) from Corollary 1 cannot be replaced by $\geq$.

**Example 2.** For arbitrary preassigned $\gamma$ and $\rho$, $0 < \gamma < \pi$, $0 < \rho < \pi \gamma^{-1}$, we construct a meromorphic function $f(z)$ of order $\rho$, all zeros and poles of which are in the angle $\{ | \arg z | \leq \frac{\gamma}{2} \}$, and $\delta(1, f) = 1 - \cos \frac{\rho \gamma}{2}$.

Let
\begin{equation}
\Phi(z; \eta) = \prod_{\nu=1}^{\infty} \frac{1 + z \nu^{-\frac{\rho}{\eta}}}{1 - z \nu^{-\frac{\rho}{\eta}}}, \quad 0 < \eta < 1.
\end{equation}
The function $\Phi(z; \eta)$ is a special case of the function $f_{uv}(z)$ considered in Example 1 of Section 3 from Chapter 5 ($u = v = 1$, $l(r) \equiv \eta$). Therefore, by the formulas (3.38) and (3.39) from Chapter 5 we have
\begin{equation}
(4.27) \quad N(r, \Phi(z; \eta)) = \frac{1}{\eta} r^\eta + o(r^\eta),
\end{equation}
\begin{equation}
(4.28) \quad T(r, \Phi(z; \eta)) = \frac{1}{\eta} \{ I(1, 1, \eta) + 1 \} r^\eta + o(r^\eta) = \frac{1}{\eta} \sec \frac{\pi \eta}{2} r^\eta + o(r^\eta).
\end{equation}
Note that
\begin{equation}
(4.29) \quad |\Phi(z; \eta)| \leq 1 \quad \text{for} \quad \Re z \leq 0.
\end{equation}

Denote by $L(\theta, a)$ the boundary of the region $D(\theta, a) = \{ | \arg z | < \theta, \; | z | > a \}$, oriented clockwise, by $D_1(\theta, a)$ we denote the region on the left from $L(\theta, a)$. For $z \in D_1 \left( \frac{\gamma}{2}, \frac{1}{2} \right)$ we let
\begin{equation}
(4.30) \quad \Psi(z) = \frac{1}{2\pi i} \int_{L(\frac{\gamma}{2}, \frac{1}{2})} \frac{\Phi \left( \zeta^{\pi/\gamma}; \frac{\rho \gamma}{\pi} \right)}{(\zeta + 1)^2 (\zeta - z)} d\zeta.
\end{equation}
The inequality (4.29) implies that
\begin{equation}
(4.31) \quad \left| \Phi \left( \zeta^{\pi/\gamma}; \frac{\rho \gamma}{\pi} \right) \right| \leq 1 \quad \text{for} \quad \frac{\gamma}{2} \leq | \arg \zeta | \leq \gamma,
\end{equation}
therefore the integral in (4.30) is absolutely convergent, and the function $\Psi(z)$ is analytic in $D_1 \left( \frac{\gamma}{2}, \frac{1}{2} \right)$. 
Using the residue theorem we get the following relation for $R \geq \frac{1}{2}$, $R \neq \nu^{1/p}$, $\nu = 1, 2, \ldots$, \(z \in D_{1} \left( \frac{\gamma}{2}, \frac{1}{2} \right)\)

$$
\frac{1}{2\pi i} \int_{L(\gamma/2, z)} \Phi \left( \frac{\zeta^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{\zeta + 1} \right) d\zeta = \frac{1}{2\pi i} \int_{L(\gamma, R)} \Phi \left( \frac{\zeta^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{\zeta + 1} \right) d\zeta - \sum_{\nu=1}^{[R\pi]} \mathbf{res}_{\zeta=\nu^{1/p}} \Phi \left( \frac{\zeta^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{\zeta + 1} \right).$$

(4.32)

The right-hand side of this relation represents a function meromorphic in the region $D_{1} \left( \frac{\gamma}{2}, R \right)$. Since $R$ can be chosen to be arbitrarily large, the function $\Psi(z)$ can be extended to a meromorphic function in the whole complex plane. We shall keep the notation $\Psi(z)$ for this extension.

We show that for $z \in D \left( \gamma, \frac{1}{2} \right)$ the formula

$$
\Psi(z) = \frac{1}{2\pi i} \int_{L(\nu, R)} \Phi \left( \frac{\zeta^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{\zeta + 1} \right) d\zeta + \Phi \left( \frac{z^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{z + 1} \right)
$$

holds.

For $z \in D \left( \gamma, \frac{1}{2} \right)$ the function $\Psi(z)$ can be represented by the right-hand side of the relation (4.32) with $R > |z|$. Using the Cauchy theorem and (4.31) it is easy to get that the integral from the right-hand side of (4.32) does not change if the path of integration is changed from $L \left( \frac{\gamma}{2}, R \right)$ to $L(\gamma, R)$. On the other hand, by the residue theorem we have \(z \in D \left( \gamma, \frac{1}{2} \right), \ R > |z|\)

$$
\frac{1}{2\pi i} \int_{L(\gamma, R)} \Phi \left( \frac{\zeta^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{\zeta + 1} \right) d\zeta = \frac{1}{2\pi i} \int_{L(\gamma, \frac{\gamma}{2})} \Phi \left( \frac{\zeta^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{\zeta + 1} \right) d\zeta + \sum_{\nu=1}^{[R\pi]} \mathbf{res}_{\zeta=\nu^{1/p}} \Phi \left( \frac{\zeta^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{\zeta + 1} \right).$$

Thus the formula (4.33) has been proved.

Using (4.31), we get from (4.30) and (4.33) the following relations

$$
|\Psi(z)| \leq c/(|z| + 1), \ \frac{\gamma}{2} \leq \arg z \leq 2\pi - \frac{\gamma}{2},
$$

(4.34) $\left| \Psi(z) - \Phi \left( \frac{z^{\pi/\gamma}; \frac{\rho_{\gamma}}{\pi}}{(z + 1)^{2}} \right) \right| \leq c/(|z| + 1), \ |\arg z| \leq \frac{\gamma}{2},$

where $c$ is a constant which does not depend on $z$. These relations imply the following equalities:

$$
N(r, \Psi) = N \left( r^{\pi/\gamma}; \Phi \left( z; \frac{\rho_{\gamma}}{\pi} \right) \right),
$$
\[ m(r, \Psi) = m - \frac{\gamma}{2} r \Psi + O(1) = m \left( r^{\pi/\gamma}, \Phi \left( \frac{\rho \gamma}{\pi} \right) \right) + O(\ln r) \]
\[ = T \left( r^{\pi/\gamma}, \Phi \left( \frac{\rho \gamma}{\pi} \right) \right) - N \left( r^{\pi/\gamma}, \Phi \left( \frac{\rho \gamma}{\pi} \right) \right) + O(\ln r). \]

Taking into account (4.27) and (4.28) we get
\[ N(r, \Psi) = \frac{\pi}{\rho \gamma} r^\rho + o(r^\rho), \]
\[ T(r, \Psi) = \frac{\pi}{\rho \gamma} \sec \frac{\rho \gamma}{2} r^\rho + o(r^\rho), \]
whence \[ \delta(\infty, \Psi) = 1 - \cos \frac{\rho \gamma}{2}. \]

By (4.34) the quantity
\[ Q = \sup_{b \leq \arg z \leq 2\pi - b} |\Psi(z)| \]
is finite. Therefore for each \( b, |b| > Q \), all \( b \)-points of the function \( \Psi(z) \) are in the angle \( \{|\arg z| \leq \gamma/2\} \). Choose arbitrarily two complex numbers \( b \) and \( c \), \( \min(|b|, |c|) > Q \), and consider the function
\[ f(z) = \frac{\Psi(z) - b}{\Psi(z) - c}. \]

It is clear that it is a desired function.

5. Entire functions with derivatives only vanishing close to the real axis

As is known, zeros of a polynomial with real zeros are real. The direct analogue of this result for entire transcendental functions does not hold. For example, all zeros of the function \( f(z) = (z^2 - 1)e^{z^2/2} \) are real, while \( f'(z) = (z^3 + z)e^{z^2/2} \) has non-real zeros also. Sufficient conditions under which zeros of all derivatives of an entire function with real zeros are real, are given by the following classical theorem.

**Theorem 5.1 (Laguerre).** If an entire function \( f(z) \) is representable in the form
\[ f(z) = e^{-\gamma z^2} h(z), \]
where \( \gamma \geq 0 \) and \( h(z) \) is an entire function of genus at most 1, real on the real line, and having only real zeros, then zeros of all derivatives of the function \( f(z) \) are real.

**Proof.** The formula (5.1) implies that
\[ f'(z) = e^{-\gamma z^2} h_1(z), \]
where
\[ h_1(z) = h'(z) - 2\gamma z h(z). \]

Theorem 5.1 will be proved, if we establish that \( h_1(z) \) is an entire function of genus at most 1, real on the real line and having only real zeros.

The function \( h(z) \) is representable in the form
\[ h(z) = z^m e^{az+b} \prod_k \left( 1 - \frac{z}{a_k} \right) e^{\frac{z}{a_k}}, \]
where \( m \geq 0 \) is an integer, \( a, b, \) and \( a_k \) are real numbers, and

\[
\sum_k a_k^{-2} < \infty.
\]

Therefore we have

\[
\frac{f'(z)}{f(z)} = -2\gamma z + \frac{m}{z} + a + \sum_k \left( \frac{1}{z-a_k} + \frac{1}{a_k} \right),
\]

whence

\[
\text{Im} \frac{f'(z)}{f(z)} = -\left\{ 2\gamma + \frac{m}{|z|^2} + \sum_k \frac{1}{|z-a_k|^2} \right\} \text{Im} z.
\]

We may assume that \( f(z) \) is not of the form \( e^{az+b} \), because otherwise the theorem is trivial. Then the expression in braces in (5.4) is different from zero and hence

\[
\text{Im} \frac{f'(z)}{f(z)} \neq 0 \text{ for } \text{Im} z \neq 0.
\]

This means that all zeros of \( f'(z) \), and hence, of \( h_1(z) \) are real.

It remains to prove that the genus of the function \( h_1(z) \) does not exceed 1. Since the genus of the function \( h(z) \) does not exceed 1, then, by Remark 2 to Theorem 3.3 from Chapter 2, the relation \( T(r,h) = o(r^2) \) holds. By Theorem 2.3 from Chapter 3 we have, also, \( T(r,h') = o(r^2) \), and hence, \( T(r,h_1) = T(r,h' - 2\gamma zh) = o(r^2) \). Therefore, in order to show that the genus of the function \( h_1(z) \) does not exceed 1, it suffices to establish the convergence of the series

\[
\sum_k a_k^{-2},
\]

where \( a_k \) are zeros of the function \( h_1(z) \) away from \( z = 0 \) (multiple zeros are repeated according to their multiplicity).

The equality (5.3) implies

\[
\left( \frac{f'(x)}{f(x)} \right)' = -2\gamma - \sum_k \frac{1}{(x-a_k)^2}.
\]

For real \( x \) the expression in the right-hand side is negative. Therefore in the interval between two consecutive zeros of the function \( f(x) \) the function \( \frac{f'(x)}{f(x)} \) is decreasing and is varying from \( \infty \) to \( -\infty \). Thus, between two consecutive zeros of the function \( f(x) \) there is exactly one simple root of the function \( f'(x) \). Therefore the convergence of the series (5.2) implies the convergence of the series (5.5), Q.E.D.

We say that an entire function \( f(z) \) belongs to the class \( A \) (notation: \( f(z) \in A \)) if its zeros \( \{ z_n \} \) satisfy the condition

\[
\sum_{|z_n|>1} \left| \text{Im} \frac{1}{z_n} \right| < \infty
\]

(multiple zeros are repeated according to their multiplicity). As we mentioned in Section 2 (see Example 1), a function \( f(z) \) belongs to the class \( A \) if and only if

\[
C(r,0,f(z)) + C(r,0,f(-z)) = O(1).
\]

If it is clear that all functions with real zeros belong to the class \( A \).
We shall find conditions under which all derivatives of a function from the class \(A\) belong to the class \(A\).

**Theorem 5.2.** Let \(f(z)\) be an entire function belonging to the class \(A\), which is representable in the form

\[
f(z) = e^{g(z)}h(z),
\]
where \(g(z)\) is an entire function which does not exceed the normal type of order 1 and which satisfies the condition

\[
\int_{-\infty}^{\infty} \frac{\ln + |g'(t)|}{1 + t^2} dt < \infty,
\]
and \(h(z)\) is an entire function satisfying the condition

\[
\int_{1}^{\infty} t^{-2} \ln + T(t, h) dt < \infty.
\]

Then all derivatives of the function \(f(z)\) belong to the class \(A\).

Theorem 5.2 can be considered as an analogue of Laguerre’s Theorem 5.1 in the case when the condition that all zeros of \(f(z)\) are real is replaced by a weaker condition: the function \(f(z)\) belongs to the class \(A\).

To prove the theorem it suffices to establish that the function \(f'(z)\) belongs to the class \(A\) and is representable in the form

\[
f'(z) = e^{g(z)}h_1(z),
\]
where \(h_1(z)\) is an entire function satisfying the condition

\[
\int_{1}^{\infty} t^{-2} \ln + T(t, h_1) dt < \infty.
\]

We need the following lemma.

**Lemma 5.1.** If a function \(f(z)\) satisfies the conditions of Theorem 5.2, then

\[
S \left( r, \frac{f'}{f} \right) = O(1).
\]

**Proof.** Since \(f(z)\) belongs to the class \(A\), it is clear that

\[
C \left( r, \frac{f'}{f} \right) = C(r, 0, f) \leq C(r, 0, f) = O(1).
\]

Further, we have

\[
A \left( r, \frac{f'}{f} \right) + B \left( r, \frac{f'}{f} \right) = A \left( r, g' + \frac{h'}{h} \right) + B \left( r, g' + \frac{h'}{h} \right)
\]

\[
\leq A(r, g') + B(r, g') + A \left( r, \frac{h'}{h} \right) + B \left( r, \frac{h'}{h} \right) + O(1).
\]

The condition (5.7) implies that \(A(r, g') = O(1)\). Since \(T(r, g') = O(r)\), by the inequality (2.13) from Chapter 3, we have \(T(r, g') = O(r)\) and hence

\[
B(r, g') \leq \frac{4}{r} m(r, g') = O(1).
\]

By Theorem 1.3 from Chapter 3,

\[
A \left( r, \frac{h'}{h} \right) + B \left( r, \frac{h'}{h} \right) = Q_{0\pi}(r, h).
\]
Recalling the definition of $Q_{0\pi}(r, h)$ (page ??), from the condition (5.8) we get

$$A \left( r, \frac{h'}{h} \right) + B \left( r, \frac{h'}{h} \right) = O(1).$$

Thus,

$$S \left( r, \frac{f'}{f} \right) = A \left( r, \frac{f''}{f} \right) + B \left( r, \frac{f''}{f} \right) + C \left( r, \frac{f'}{f} \right) = O(1).$$

Lemma has been proved. □

Since

$$C(r, 0, f') \leq C \left( r, \frac{f}{f} \right) + C(r, 0, f) \leq S \left( r, \frac{f'}{f} \right) + C(r, 0, f) + O(1) \tag{1.13}$$

(we used Theorem 5.1 from Chapter 1), we have $C(r, 0, f') = O(1)$, if the function $f(z)$ satisfies the conditions of Theorem 5.2. Considering the function $f_1(z) = f(-z)$, in an analogous way we get $C(r, 0, f_1') = O(1)$. Thus we have proved that $f'(z)$ belongs to the class $A$.

It is clear that the function $f'(z)$ can be represented in the form (5.9) with $h_1 (z) = g'(z)h(z) + h'(z)$. We have

$$T(r, h_1) \leq T(r, g') + T(r, h) + T(r, h') + \ln 2 \leq T(r, h) + T(r, h') + O(r).$$

Since

$$T(r, h') = m(r, h') \leq m(r, h) + m \left( r, \frac{h'}{h} \right) = T(r, h) + m \left( r, \frac{h'}{h} \right),$$

using the estimate (1.13) from Chapter 3, we get

$$T(r, h_1) \leq 2T(r, h) + O(\ln r + \ln T(2r, h)) + O(r) \leq 3T(2r, h) + O(r),$$

$$\ln^+ T(r, h_1) \leq \ln^+ T(2r, h) + O(\ln r).$$

Therefore (5.8) implies (5.10).

Observe that the conditions of Theorem 5.2 are satisfied for each entire function $h(z)$ belonging to the class $A$, and satisfying the condition (5.8). In particular, Theorem 5.2 has the following corollary.

**Corollary.** If an entire function of finite order belongs to the class $A$, then all of its derivatives belong to the class $A$.

If we weaken somewhat the conditions of Theorem 5.2 and suppose only that the function $f(z)$ belongs to the class $A$ and satisfies the condition $\ln^+ T(r, f) = O(r)$, the statement of Theorem 5.2 is no longer true. It suffices to consider the example

$$f(z) = e^{\cosh z}.$$  It is clear that $\ln^+ T(r, f) = O(r)$, $f(z) \in A$, but $f'(z) = \sinh ze^{\cosh z}$ does not belong to $A$.

In 1914 G. Pólya and A. Wiman posed the following problem. Whether the conditions indicated in Theorem 5.1 are not only sufficient, but also necessary for a real-valued on the real line entire function with real zeros to have derivatives with only real zeros.

Complete answer to this problem is still unknown.

An analogous problem can be posed in connection with Theorem 5.2: whether its conditions are not only sufficient, but are also necessary for an entire function of the class $A$ to have all of its derivatives in the class $A$? Clearly, any results on
the latter problem can be considered as progress towards a solution of the problem of G. Pólya and A. Wiman.

It seems likely that the following conjecture is true. If an entire function \( f(z) \) is such that \( f(z) \in A \) and \( f''(z) \in A \), then \( f(z) \) is representable in the form (5.6), where \( g(z) \) is an entire function which does not exceed normal type of order 1 and satisfies (5.7), and \( h(z) \) satisfies the condition (5.8). We can prove the following theorem.

**Theorem 5.3.** Let \( f(z) \) be an entire function, such that \( f(z) \in A \), \( f''(z) \in A \). Suppose that the function \( f(z) \) is representable in the form

\[
f(z) = e^{g(z)}h(z),
\]

where \( g(z) \) is an entire function, and \( h(z) \) satisfies the condition (5.8). Then the function \( f(z) \) does not exceed normal type of order 1 and satisfies the condition (5.7).

Note that the condition \( f''(z) \in A \) cannot be replaced by the condition \( f'(z) \in A \). This can be seen from the example

\[f(z) = \exp \left( \int_0^z G(\zeta) d\zeta \right),\]

where \( G(\zeta) \) is an arbitrary entire function without zeros.

One can observe some analogy between Theorem 5.3 and Theorem 2.7 from Chapter 3. One of the assumptions in the latter was that \( f(z) \) does not have zeros, and the condition \( f(z) \in A \), \( f''(z) \in A \) means, roughly speaking, that \( f(z)f''(z) \) is “rarely” equal to zero in each of the half-planes \( \{\text{Im} z > 0\} \) and \( \{\text{Im} z < 0\} \).

In the proof of Theorem 2.7 from Chapter 3 we considered the function

\[F(z) = \frac{f(z)}{f'(z)},\]

and studied it using the inequality (2.23) from Chapter 3. Proving Theorem 5.3 we shall also consider this function, but now we shall use analogues of the inequality (2.23) from Chapter 3 for Tsuji characteristics and for angular Nevanlinna characteristics. As opposed to the proof of Theorem 2.7 from Chapter 3, where we succeeded in establishing \( T(r, F) = O(\ln r) \) and \( \frac{f'(z)}{f(z)} \equiv \text{const} \), now we will be able to get only some estimates for \( m(r, F) \) and \( m(r, 1/F) = m(r, f'/f) \) only. It is given by the following theorem, interesting by itself.

**Theorem 5.4.** If \( f(z) \) is an entire function and \( f(z) \in A \), \( f''(z) \in A \), then the estimate

\[
\int_R^\infty \frac{m(r, f')}{r^3} dr = O\left( \frac{\ln R}{R} \right), \quad R \to \infty,
\]

holds.

To prove this theorem we need the following lemma, connecting the quantity \( m_{0r}(r, f) \) with the Tsuji characteristic \( m(r, f) \).
Lemma 5.2. If a function \( f(z) \) is meromorphic in the half-plane \( \{ \text{Im} z > 0 \} \), then the inequality
\[
\int_{R}^{\infty} \frac{m_{0\pi}(r,f)}{r^3} dr \leq \int_{R}^{\infty} \frac{m(r,f)}{r^2} dr, \quad R \geq 1,
\]
holds.

Observe that the statement of the lemma is non-trivial only in the case when the integral in the right-hand side of (5.11) is convergent.

Consider the integral
\[
I(R) = \frac{1}{2\pi} \int \int_{\Omega_{R}} \frac{\ln^+ |f(re^{i\varphi})|}{r^3} d\rho d\varphi,
\]
where \( \Omega_{R} = \{ r > R \sin \varphi, \ r > 1, \ 0 < \varphi < \pi \} \). Making the change of variables \( \rho = r/\sin \varphi, \ \theta = \varphi \), we get
\[
I(R) = \int_{R}^{\infty} \frac{dr}{r^3} \left\{ \frac{1}{2\pi} \int_{\arcsin \rho^{-1}}^{\pi} \ln^+ |f(r \sin \theta e^{i\theta})| \frac{d\theta}{\rho \sin^2 \theta} \right\} = \int_{R}^{\infty} \frac{m(\rho, f)}{\rho^2} d\rho.
\]

Next, we consider the integral
\[
J(R) = \frac{1}{2\pi} \int \int_{K_{R}} \frac{\ln^+ |f(re^{i\varphi})|}{r^3} d\rho d\varphi,
\]
where \( K_{R} = \{ r > R, \ 0 < \varphi < \pi \} \). Because of \( K_{R} \subset \Omega_{R} \) we have \( J(R) \leq I(R) \).

Since
\[
J(R) = \int_{R}^{\infty} \frac{dr}{r^3} \left\{ \frac{1}{2\pi} \int_{0}^{\pi} \ln^+ |f(re^{i\varphi})| d\varphi \right\} = \int_{R}^{\infty} \frac{m_{0\pi}(r,f)}{r^3} dr,
\]
the inequality (5.11) has been proved. □

Now we prove Theorem 5.4. Let \( F(z) = f(z)/f'(z) \). Since \( f(z) \in A \), all zeros \( \{ \rho_n e^{i\psi_n} \} \) of the function \( F(z) \) lying in the half-plane \( \{ \text{Im} z > 0 \} \) (all of them are simple and are zeros of \( f(z) \)) satisfy the condition
\[
\sum_{\rho_n > 1} \frac{\sin \psi_n}{\rho_n} < \infty.
\]
The relation
\[
\Re(r, 0, F) = \sum_{1 < \rho_n \leq r \sin \psi_n} \left( \frac{\sin \psi_n}{\rho_n} - \frac{1}{r} \right)
\]
implies (cf. Section 5 of Chapter 1, p. ???)
\[
(5.12) \quad \Re(r, 0, F) = O(1).
\]

Since
\[
(5.13) \quad F'(z) = 1 - \frac{f(z) f''(z)}{[f'(z)]^2},
\]
and \( f(z) \in A, \ f''(z) \in A \), then the zeros \( \{ \rho'_n e^{i\psi'_n} \} \) of the function \( F'(z) - 1 \) lying in the half-plane \( \{ \text{Im} z > 0 \} \) also satisfy the condition
\[
\sum_{\rho'_n > 1} \frac{\sin \psi'_n}{\rho'_n} < \infty,
\]
6. VALUE DISTRIBUTION WITH RESPECT TO THE ARGUMENTS

By Theorem 3.3 from Chapter 3, the analogue of the inequality (2.23) from Chapter 3 holds for Tsuji characteristics. In particular, the inequality

\[ \Im(r, F) \leq 3\Re(r, 0, F) + 4\Re(r, 1, F') + \Omega(r, F) \]

holds. Taking into account (5.12) and (5.14), we get from here:

\[ \Im(r, F) = \Omega(r, F). \]

By the definition of \( \Omega(r, F) \) it means that outside some set \( E \) of finite measure the relation

\[ \Im(r, F) = O(\ln r) + O(\ln \Im(r, F)), \quad r \to \infty, \]

holds, hence

(5.15) \[ \Im(r, F) = O(\ln r), \quad r \to \infty, \]

for \( r \notin E \).

By Theorem 5.4 from Chapter 1 the function \( \Im(r, F) \) is up to a bounded summand non-decreasing. Therefore, applying Lemma 2.1 we conclude that (5.15) holds for \( r \in E \).

By Theorem 5.3 from Chapter 1, the relation (5.15) implies

\[ m\left( r, \frac{1}{F} \right) = O(\ln r). \]

Applying Lemma 5.2 we get the estimate

(5.16) \[ \int_R^\infty \frac{m_0 \pi(r, 1/F)}{r^3} dr \leq \int_R^\infty \frac{m(r, 1/F)}{r^2} dr = O\left( \frac{\ln R}{R} \right). \]

Clearly, the argument above remains true for \( F_1(z) = F(-z) \), therefore we can replace \( F \) by \( F_1 \) in the relation (5.16).

Since

\[ m\left( r, \frac{f'}{f} \right) = m_0 \pi\left( r, \frac{1}{F} \right) + m_0 \pi\left( r, \frac{1}{F_1} \right), \]

Theorem 5.4 has been proved. \( \square \)

Now we turn to the proof of Theorem 5.3. First we show that

(5.17) \[ \int_1^\infty t^{-2} \ln^+ T\left( t, \frac{f'}{f} \right) dt < \infty. \]

Obviously

\[ N\left( r, \frac{f'}{f} \right) \leq N\left( r, \frac{1}{h} \right) \leq T(r, h) + O(1), \]
hence
\[
\ln^+ T \left( r, \frac{f'}{f} \right) \leq \ln^+ T(r, h) + \ln^+ m \left( r, \frac{f'}{f} \right) + O(1)
\]
\[
\leq \ln^+ T(r, h) + \ln^+ \left\{ r^{-1} m \left( r, \frac{f'}{f} \right) \right\} + O(\ln r)
\]
\[
\leq \ln^+ T(r, h) + r^{-1} m \left( r, \frac{f'}{f} \right) + O(\ln r).
\]

Dividing by \( r^2 \) and integrating with respect to \( r \) from 1 to \( \infty \), by the condition (5.8) and Theorem 5.4, we get (5.17).

Now we establish
\[(5.18)\]
\[S \left( r, \frac{f'}{f} \right) = O(1).\]

We argue in the same way as in the proof of Theorem 5.4, but instead of Tsuji characteristics we use Nevanlinna characteristics for the half-plane. Let \( F(z) = f(z)/f'(z) \) as before. Since \( f(z) \in A, f''(z) \in A \) we get (taking into account (5.13)) the relations \( C(r, 0, F) = O(1), C(r, 1, F') = O(1) \). By the analogue of the inequality (2.23) from Chapter 3 for Nevanlinna characteristics for half-plane we have
\[S(r, F) \leq 3C(r, 0, F) + 4C(r, 1, F') + Q_{0\pi}(r, F),\]
hence,
\[S(r, F) = Q_{0\pi}(r, F).\]

Since (5.17) is equivalent to the condition \( \int_1^\infty t^{-2} \ln^+ T(t, F) dt < \infty \), the definition of \( Q_{0\pi}(r, F) \) implies that \( Q_{0\pi}(r, F) = O(1) \). Thus, we have proved
\[S \left( r, \frac{f'}{f} \right) = S \left( r, \frac{1}{F} \right) = O(1).
\]

Since
\[\frac{f'(z)}{f(z)} = g'(z) + \frac{h'(z)}{h(z)},\]
we have
\[S(r, g') \leq S \left( r, \frac{f'}{f} \right) + S \left( r, \frac{h'}{h} \right) + O(1).
\]

Applying Lemma 5.1 to the function \( h(z) \), we see that \( S \left( r, \frac{h'}{h} \right) = O(1) \). Taking into account (5.18) we get
\[(5.19)\]
\[S(r, g') = O(1).
\]

The argument above can be applied also to the function \( f_1(z) = f(-z) \). Therefore the relation
\[S(r, g'_1) = O(1),\]
where \( g_1(z) = g(-z) \), also holds.

Applying Theorem 2.7 to the functions \( g(z) \) and \( g_1(z) \), we see that the relation
\[\ln |g'(re^{i\varphi})| = O(r)\]
holds uniformly in \( \varphi, 0 \leq \varphi < 2\pi \), as \( r \to \infty \), possibly omitting some set \( E \) of finite logarithmic measure. Hence for \( r \notin E \) we have

\[
\ln M(r, g') = O(r) \tag{5.20}
\]

Since \( g'(z) \) is an entire function, the function \( \ln M(r, g') \) is monotonically increasing with \( r \) and, by Lemma 2.1, the relation (5.20) holds, also, for \( r \in E \). The equality

\[
g(z) = g(0) + \int_0^z g'()d\zeta
\]

implies

\[
M(r, g) \leq |g(0)| + rM(r, g'),
\]

and by (5.20) we get

\[
\ln M(r, g) = O(r),
\]

whence

\[
T(r, g) = O(r).
\]

The validity of (5.7) follows from the relation \( A(r, g') = O(1) \), which follows immediately from (5.19). The proof of the theorem is completed. □

**Corollary.** Let \( G(z) \) be an entire function, such that the function \( G^2(z) + G'(z) \) belongs to the class \( A \). Then \( G(z) \) does not exceed normal type of order 1, and

\[
\int_{-\infty}^{\infty} \frac{\ln^+ |G(t)|}{1 + t^2} dt < \infty.
\]

To prove the corollary we consider the function

\[
f(z) = \exp \left\{ \int_0^z G(\zeta) d\zeta \right\}.
\]

This function does not have zeros and

\[
f''(z) = \{G^2(z) + G'(z)\} f(z) \in A.
\]

By Theorem 5.3 the growth of the function \( g(z) = \int_0^z G(\zeta) d\zeta \) does not exceed the normal type of order 1, and the relation (5.7) holds for this function. Since \( g'(z) = G(z) \) and, by Theorem 2.3 from Chapter 3, \( T(r, G) \leq 2T(r, g) + O(\ln r) \), we get the desired result. □

Using Theorem 5.3 we can get an affirmative solution of the G. Pólya–A. Wiman problem under the additional assumption that the considered function has finitely many zeros. We are not going to present this result here, we refer the reader to the paper B. Ja. Levin and I. V. Ostrovskiï [LO60].

The condition of representability of the function \( f(z) \) in the form (5.6), where \( h(z) \) satisfies (5.8), imposes a priori restrictions onto the moduli of zeros of the function \( f(z) \), since

\[
N \left( r, \frac{1}{f} \right) = N \left( r, \frac{1}{h} \right) \geq T(r, h) + O(1).
\]
5. DERIVATIVES VANISHING CLOSE TO THE REAL AXIS

In the next theorem there are no such restrictions, but we have to introduce restrictions of another character.

**Theorem 5.5.** If an entire function $f(z)$ is real on the real line, has only real zeros, and $f''(z) \in A$, then

\[ \ln T(r, f) = O(r \ln r). \]

(5.21)

Note that under the conditions of Theorem 5.3 we have a stronger estimate $\ln T(r, f) = O(r)$. This estimate cannot be improved. In fact, among functions satisfying the conditions of Theorem 5.2 may obviously be such that

\[ \liminf_{r \to \infty} r^{-1} \ln T(r, f) > 0 \]

(for example, $e^{cz}$, $e^{cz}$, etc.). All derivatives of these functions belong to the class $A$.

Let us prove necessary auxiliary results.

**Lemma 5.3.** Let $g(z)$ be analytic in the half-plane $\{ \text{Im } z > 0 \}$ and satisfy there the condition $\text{Im } g(z) > 0$. Then the estimate

\[ \frac{1}{4} |g(i)| \sin \varphi \leq |g(re^{i\varphi})| \leq 4 |g(i)| \frac{r}{\sin \varphi}, \quad 0 < \varphi < \pi, \]

(5.22)

holds.

**Proof.** First we show that if a function $G(\zeta)$ is analytic in the disc $\{ |\zeta| < 1 \}$ and satisfies the condition $\text{Re } G(\zeta) > 0$, then the estimate

\[ |G(\zeta)| \leq \frac{2|G(0)|}{1 - |\zeta|} \]

(5.23)

holds. In fact, by the Schwarz formula, we have

\[ G(\zeta) = \frac{1}{2\pi} \int_{0}^{2\pi} \frac{\text{Re } e^{i\theta} + \zeta}{\text{Re } e^{i\theta} - \zeta} \text{Re } G(\text{Re } e^{i\theta}) \, d\theta + i \text{Im } \{ G(0) \}, \quad |\zeta| < R < 1. \]

Hence

\[ |G(\zeta)| \leq \frac{R + |\zeta|}{R - |\zeta|} \cdot \frac{1}{2\pi} \int_{0}^{2\pi} \text{Re } G(\text{Re } e^{i\theta}) \, d\theta + |\text{Im } \{ G(0) \}| \]

\[ \leq \frac{R + |\zeta|}{R - |\zeta|} |G(0)| + |G(0)| = \frac{2R}{R - |\zeta|} |G(0)|. \]

Letting $R$ tend to 1, we get (5.23).

Now let $g(z)$ be a function satisfying the conditions of the lemma. Then the function

\[ G(\zeta) = \frac{1}{\pi} g \left( \frac{1}{\zeta} - \frac{1}{\zeta + 1} \right) \]

is analytic for $|\zeta| < 1$ and $\text{Re } G(\zeta) > 0$. Applying the inequality (5.23) to it, and then letting $\zeta = -\frac{z + i}{z - i}$, we get

\[ |g(z)| \leq \frac{2|z + i|}{|z + i| - |z - i|^2} |g(i)| = \frac{2|z + i||z + i + |z - i||}{|z + i|^2 - |z - i|^2} |g(i)|. \]

Noting that $|z + i|^2 - |z - i|^2 = 4r \sin \varphi$ ($z = re^{i\varphi}$), $|z \pm i| \leq 2r$ ($r \geq 1$), we get the right half of the inequality (5.22). To get the left half of the inequality it suffices to apply the right part to $g_{1}(z) = -1/g(z)$. \qed
Lemma 5.4. Let \( \{a_k\}_{k=N}^\infty \) and \( \{b_k\}_{k=N}^\infty \), \(-\infty \leq N < 0\), be two sequences of real numbers, such that
\[
a_N < b_N < a_{N+1} < b_{N+1} < \cdots < a_0 < b_0 < 0 < a_1 < b_1 < \cdots, \quad \lim_{k \to +\infty} a_k = +\infty,
\]
if \( N > -\infty \), and
\[
\cdots < a_0 < b_0 < 0 < a_1 < b_1 < \cdots, \quad \lim_{k \to -\infty} a_k = -\infty, \quad \lim_{k \to +\infty} a_k = +\infty,
\]
if \( N = -\infty \). Let
\[
(5.24) \quad \Pi(z) = \prod_{k=N}^\infty \frac{1 - \frac{z}{b_k}}{1 - \frac{z}{a_k}}
\]
Then the infinite product \( \Pi(z) \) converges absolutely and uniformly on each bounded subset of a complex plane, hence \( \Pi(z) \) is a meromorphic function with simple poles at the points \( a_k \) and simple zeros at the points \( b_k \). This function satisfies the following conditions:

(a) \( \text{Im} \Pi(z) \cdot \text{Im} z > 0 \) for \( \text{Im} z \neq 0 \).
(b) For each \( \eta > 0 \) the relation
\[
\Pi(re^{i\varphi}) = O(r)
\]
holds uniformly in \( \varphi \) outside the angles \( \{ |\arg z| < \eta \}, \{ |\pi - \arg z| < \eta \} \).
(c) \( m(r, \Pi) + m(r, 1/\Pi) = O(\ln r) \)
(d) The relation
\[
\ln |\Pi(re^{i\varphi})| = O(r)
\]
holds uniformly in \( \varphi, 0 \leq \varphi < 2\pi \), as \( r \to \infty \) missing, possibly, some set \( E \) of finite logarithmic measure.

Proof. Note that by the Leibniz theorem on alternating series we have
\[
\sum_{k=N}^\infty \left( \frac{1}{a_k} - \frac{1}{b_k} \right) < \infty.
\]
Since for \( |a_k| > 2|z| \) the relation
\[
\left| \frac{1 - \frac{z}{b_k}}{1 - \frac{z}{a_k}} - 1 \right| = |z| \left| \frac{\frac{1}{a_k} - \frac{1}{b_k}}{1 - \frac{z}{a_k}} \right| \leq 2|z| \left( \frac{1}{a_k} - \frac{1}{b_k} \right)
\]
holds, the absolute and uniform convergence of the infinite product \( \Pi(z) \) on each bounded set follows from Theorem 3.1 from Chapter 2.

Let \( \arg(z - \alpha) \), where \( \alpha \) is a real number, \( \text{Im} z > 0 \), be the principal value of the argument, and
\[
\ar \arg \left( \frac{1 - \frac{z}{b_k}}{1 - \frac{z}{a_k}} \right) = \arg(z - b_k) - \arg(z - a_k).
\]
The difference \( \arg(z - b_k) - \arg(z - a_k) \) represents the size of the angle which the segment \([a_k, b_k]\) subtends at the point \(z\) (\(\text{Im} z > 0\)). Therefore the number

\[
\arg \Pi(z) = \sum_{k=N}^{\infty} \arg \left( \frac{1 - \frac{z}{b_k}}{1 - \frac{z}{a_k}} \right) = \sum_{k=N}^{\infty} \{\arg(z - b_k) - \arg(z - a_k)\}
\]

satisfies the inequality

\[
0 < \arg \Pi(z) < \pi, \quad \text{Im} z > 0.
\]

Hence

\[
\text{Im} \Pi(z) > 0 \quad \text{for} \quad \text{Im} z > 0.
\]

Similarly we prove that \(\text{Im} \Pi(z) < 0\) for \(\text{Im} z < 0\). Thus we have proved that the function \(\Pi(z)\) satisfies the condition (a).

Applying Lemma 5.3 we get the inequality

\[
\frac{1}{4} \left| \frac{\sin \varphi}{r} \right| \leq |\Pi(re^{i\varphi})| \leq 4|\Pi(i)| \frac{r}{|\sin \varphi|}, \quad 0 \leq \varphi \leq 2\pi, \quad r \geq 1.
\]

From here it follows easily that the function \(\Pi(z)\) satisfies the conditions (b) and (c).

To prove the last assertion of the lemma we establish that

\[
S(r, \Pi(z)) + S(r, \Pi(-z)) = O(1),
\]

then the desired conclusion follows by Theorem 2.7.

Let

\[
q(z) = \frac{\Pi(z) - i}{\Pi(z) + i}.
\]

Since \(\text{Im} \Pi(z) > 0\) for \(\text{Im} z > 0\), the function \(q(z)\) is analytic in the half-plane \(\{\text{Im} z > 0\}\) and admits there the estimate \(|q(z)| < 1\). Therefore \(A(r, q) = B(r, q) = C(r, q) \equiv 0\) and hence, \(S(r, q) \equiv 0\). Using the relation (6.11) from Chapter 1, we get \(S(r, \Pi(z)) = S(r, q) + O(1) = O(1)\). Similarly we get \(S(r, \Pi(-z)) = O(1)\). This completes the proof of the lemma. \(\Box\)

Now we prove Theorem 5.5.

We may restrict ourselves to the case when the set of zeros of the function \(f(z)\) is not bounded above. In fact, if the set of zeros of this function is finite, then \(f(z) = e^{g(z)}h(z)\), where \(g(z)\) is an entire function and \(h(z)\) is a polynomial, and using Theorem 5.3 we get the estimate \(\ln T(r, f) = O(r)\), which is more precise than (5.21). If the set of zeros is infinite, but is bounded from the right, we consider the function \(f(-z)\) instead of \(f(z)\).

We enumerate zeros of the function \(f(z)\) into a sequence \(\{a_k\}_{k=N}^{\infty}, -\infty \leq N < \infty\), in such a way that the inequalities

\[
\cdots < a_{k-2} < a_{k-1} < a_k < a_{k+1} < \cdots
\]

are satisfied (multiple zeros are counted only once). By the Rolle theorem, each of the intervals \([a_k, a_{k+1}]\) contains zeros of the function \(f'(z)\). We choose one zero of \(f'(z)\) in each of the intervals, and denote it by \(b_k\). Considering, if necessary, the function \(f(z + \alpha)\) instead of \(f(z)\), where \(\alpha\) is a suitably chosen real number, we may assume that the sequences \(\{a_k\}_{k=N}^{\infty}\) and \(\{b_k\}_{k=N}^{\infty}\) satisfy the conditions of Lemma 5.4.
Let \( \Pi(z) \) be a function determined by the relation (5.24). Since the function \( \Pi(z) \) has simple poles at the points \( a_k \) and simple zeros at the points \( b_k \), the function \( \frac{f'(z)}{f(z)\Pi(z)} \) is an entire function. We denote it by \( \psi(z) \), then we have the equality

\[
\frac{f'(z)}{f(z)} = \psi(z)\Pi(z). 
\]

Let us estimate the growth of the function \( \psi(z) \). The equality (5.25) implies

\[
m(r, \psi) \leq m\left(r, \frac{f'}{f}\right) + m\left(r, \frac{1}{\Pi}\right).
\]

We divide both sides of this inequality by \( r^3 \) and integrate it with respect to \( r \) from \( R \geq 1 \) to \( \infty \). We get

\[
\int_R^\infty \frac{m(r, \psi)}{r^3} dr \leq \int_R^\infty \frac{m\left(r, \frac{f'}{f}\right)}{r^3} dr + \int_R^\infty \frac{m\left(r, \frac{1}{\Pi}\right)}{r^3} dr.
\]

Using Theorem 5.4 and taking into account that by Lemma 5.4 the relation

\[
m\left(r, \frac{1}{\Pi}\right) = O(\ln \frac{1}{r})
\]

holds, we arrive at the estimate

\[
\int_R^\infty \frac{m(r, \psi)}{r^3} dr = O\left(\frac{\ln R}{R}\right).
\]

Since \( \psi(z) \) is an entire function, we have \( m(r, \psi) = T(r, \psi) \) and, by monotonicity of the characteristic \( T(r, \psi) \), we get

\[
\frac{T(R, \psi)}{2R^2} \leq \int_R^\infty \frac{T(r, \psi)}{r^3} dr = O\left(\frac{\ln R}{R}\right),
\]

whence

\[
T(R, \psi) = O(R \ln R).
\]

Letting \( R = 2r \) in the inequality (7.1) from Chapter 1, we get

\[
(5.26) \quad \ln^+ M(r, \psi) \leq 3T(2r, \psi) = O(r \ln r).
\]

Since the function \( \Pi(z) \) satisfies the conditions (b) and (d) of Lemma 5.4 then, taking into account the relation (5.25) and the estimate (5.26), we come to the conclusion that for each \( \eta, \ 0 < \eta < \frac{\pi}{2} \) and all \( z = re^{i\varphi} \) except, possibly, those for which

\[
r \in E, \ |\varphi| < \eta \quad \text{or} \quad r \in E, \ |\pi - \varphi| < \eta,
\]

where \( E \subset (0, \infty) \) is some set of finite logarithmic measure, the inequality

\[
(5.27) \quad \frac{|f'(z)|}{|f(z)|} \leq \exp\{Kr \ln r\}
\]

holds, where \( K > 0 \) is a constant.

Now we estimate the growth of the function \( f(z) \). Let \( z = re^{i\varphi}, \ r \notin E \). We integrate both sides of the inequality (5.27) along a path \( L \) which starts at 0, goes to the point \( ir \) along the ray \( \{\arg z = \frac{\pi}{2}\} \), and then continues along the arc of the
circle \( \{ |z| = r \} \) in the counterclockwise direction from the point \( ir \) to the point \( re^{i\varphi} \). We get
\[
\left| \ln \frac{f(z)}{f(0)} \right| = \left| \text{Re} \int_L \frac{f'(\zeta)}{f(\zeta)} \, d\zeta \right| \leq \int_L \left| \frac{f'(\zeta)}{f(\zeta)} \right| |d\zeta| \leq (2\pi + 1)r \exp\{Kr \ln r\}.
\]
Hence, for \( r \notin E \) the relation
\[
\ln^{+} \ln^{+} M(r, f) = O(r \ln r)
\]
holds. Since the function \( M(r, f) \) is non-decreasing, by Lemma 2.1, the relation (5.28) holds, also, for \( r \in E \). Since \( T(r, f) \leq \ln^{+} M(r, f) \), we get the conclusion of the theorem.

Theorem 5.5 shows that, working on the problem of G. Pólya and A. Wiman, it suffices to consider entire functions \( f(z) \) satisfying \( \ln T(r, f) = O(r \ln r) \).
CHAPTER 7

Applications of Riemann surfaces to value distribution

In this Chapter we will use some facts about Riemann surfaces. Familiarity with the corresponding chapter of the well-known course of S. Stoïlow [Sto62, Vol. II, Chapter VII] is much more than sufficient for understanding of this chapter.

1. Geometric meaning of deficient and index values

Let \( w = f(z) \) be a function meromorphic in the complex \( z \)-plane. It is a one-to-one mapping of the complex plane \( \{ |z| < \infty \} \) onto some simply connected Riemann surface \( F \), that is, onto a Riemann surface which is homeomorphic to the plane\(^1\)

If the function \( w = f(z) \) is meromorphic in the extended complex plane, that is, if it is rational, then it maps the extended \( z \)-plane onto a simply connected closed Riemann surface (of genus zero), that is, onto a surface which is homeomorphic to the closed sphere. In this case the surface \( F \) is finite-sheeted, and the number \( n \) of sheets is equal to the degree of the rational function. If the function \( f(z) \) is transcendental, then the Riemann surface \( F \) is open and infinite-sheeted.

On the other hand, it is known (one of the simplest proofs can be found in the book by G. M. Goluzin [Gol69, Chapter XI, §2]), that for each open simply connected Riemann surface \( F \) there exists a function \( w = f(z) \) meromorphic in the disc \( \{ |z| < R \} \), \( 0 < R \leq \infty \), which maps \( \{ |z| < R \} \) onto \( F \). If the surface \( F \) is a simply connected closed Riemann surface without one point, then the function \( f(z) \) is rational, and the surface \( F \) is called a surface of elliptic type. Otherwise the surface \( F \) is of parabolic or hyperbolic type depending on whether \( R = \infty \) or \( R < \infty \). In all cases the function \( w = f(z) \) will be called a mapping function of the surface \( F \), and the Riemann surface \( F \) will be called the surface corresponding to \( w = f(z) \).

We will be mainly interested in functions which are meromorphic and transcendental in \( \{ |z| < \infty \} \), and map \( \{ |z| < \infty \} \) onto surfaces of parabolic type. For this reason, unless stated otherwise, by a Riemann surface we mean an open simply connected Riemann surface of parabolic type.

A mapping function of a given Riemann surface is determined up to a conformal univalent mapping of the complex plane onto itself, that is, if \( f(z) \) is a mapping function of \( F \), then all functions of the form \( f(az + b), \ a \neq 0 \), and only such functions, are mapping functions of \( F \). If we normalize mapping functions in an

\(^1\)Strictly speaking, the mentioned one-to-one mapping is realized by a function \( p = \tilde{f}(z), \ p \in F \), such that \( T(\tilde{f}(z)) = f(z) \), where \( T(p) \) is the projection of a point \( p \) onto the \( w \)-plane. We follow the tradition not to distinguish in \( \tilde{f}(z) \) and \( f(z) \) both in our notation and in our terminology, the meaning will always be clear from context. We agree also to say that the point \( p \) lies over \( T(p) \).
appropriate way\textsuperscript{2}, we get a one-to-one correspondence between Riemann surfaces and mapping functions. Thus, meromorphic functions can be defined by means of the corresponding Riemann surfaces. Therefore it is not surprising that, as it was shown by L. Ahlfors ([Ahl35], see also S. Stoilow [Sto62, Vol. II, Chapter X, §§1,2]), that the main results of the value distribution theory and their generalizations can be obtained in a purely geometric way, by studying the corresponding Riemann surfaces. We will not present the theory of L. Ahlfors here. We shall be concerned with the determination of the geometric meaning of deficient and index values only.

Universal necessary and sufficient conditions under which certain value is deficient for a function $f(z)$, which is a mapping function of a surface $F$, in terms of the structure of the surface $F$ only, cannot be given in principle. In fact, as we saw in Section 6 of Chapter 4, the function $f(z + h)$, which is also a mapping function of $F$, can have different deficient values for different $h$. Of course, if we normalize the mapping function, the mentioned reason will disappear, but it shows that the problem is very complicated. Up to now necessary and sufficient conditions for existence of deficient values are known for very restricted classes of Riemann surfaces only. The same can be said about index values.

Here we only present conditions which are necessary for $a$ to be a deficient or index value. It is convenient to state them as conditions which are sufficient for absence of deficient or index values.

**Theorem 1.1.** If the number of algebraic ramification points of a Riemann surface $F$ lying over the point $a$ is finite, then the corresponding mapping functions satisfy $\varepsilon(a) = 0$.

Suppose that the sum of orders of algebraic ramification points lying over $a$ is equal to $q$. Algebraic ramification points correspond to multiple $a$-points of the mapping function $f(z)$, moreover, if an algebraic ramification point has order $m$, then the corresponding multiple $a$-point has order $m + 1$. All other points of $F$ lying over $a$ correspond to simple $a$-points of the function $f(z)$. Therefore $n_1(r,a) = q$ for $r > r_0$, from where we get $N_1(r,a) \sim q \ln r$. Since the function $f(z)$ is transcendental, we have $\ln r = o(T(r,f))$ and $\varepsilon(a) = 0$.

**Theorem 1.2.** Suppose that points of a Riemann surface $F$ whose projections belong to the $\eta$-neighborhood $U(a,\eta)$ of a point $a$ form a set of regions $F_\nu \subset F$.

Suppose that each point from $U(a,\eta)$ is a projection of exactly $\lambda_\nu$ points of $F_\nu$ (each algebraic ramification point of order $m$ is counted $m + 1$ times), where $1 \leq \lambda_\nu \leq \Lambda < \infty$, that is, the Riemann surface $F_\nu$ has $\lambda_\nu$ sheets and covers $U(a,\eta)$ completely.

Then the value $a$ is not deficient for the mapping function $f(z)$.

We may assume without loss of generality that $a = 0$ and $1 < \eta < \infty$. In fact, if this condition is not satisfied, we consider the meromorphic function $w = f_1(z) = L(f(z))$, where $L(w)$ is a linear-fractional function mapping $U(a,\eta)$ onto $\{|w| < \eta_1\}$, $L(a) = 0$, $1 < \eta_1 < \infty$. It is clear that $\delta(a,f) = \delta(0,f_1)$ and that the Riemann surface corresponding to the function $f_1(z)$ satisfies the conditions of Theorem 1.2 with $a = 0$, $\eta = \eta_1$. Denote the closed set of points from $F_\nu$ lying

\textsuperscript{2}For example, we can require that the point $z = 0$ is mapped onto a preassigned simple point of the Riemann surface $F$ (that is, a point which is not an algebraic ramification point), and $f'(0) = 1$.\n
over \(|w| \leq 1\) by \(F'_\nu\). Obviously \(F'_\nu\) consists of at most \(\Lambda\) closed regions. Let \(D'_\nu\) and \(D''_\nu\) be the pre-images of the sets \(F'_\nu\) and \(F''_\nu\), respectively, under the mapping \(w = f(z)\). Since \(F'_\nu\) covers \(|w| < \eta\) completely, then \(D'_\nu\), as well as \(D''_\nu\), contains as many \(e^{i\theta}\)-points of the function \(f(z)\), as zeros, namely \(\lambda'_\nu\). Let \(\Gamma_r\) be a closed curve on \(F\), which is the image of the circle \(|z| = r\), \(r > 1\), under the mapping \(w = f(z)\), and

\[
L(r) = \int_0^{2\pi} f(re^{i\phi})r d\phi
\]

is the length of \(\Gamma_r\) with respect to the spherical metric. Denote by \(l\) the distance on the Riemann sphere between the circles whose stereographic projections are the circles \(|w| = 1\) and \(|w| = \eta\).

All \(e^{i\theta}\)-points and zeros of the function \(f(z)\) are contained in \(\bigcup_{\nu} D'_\nu \subset \bigcup_{\nu} D''_\nu\). If \(D'_\nu \subset \{|z| \leq r\}\), it contributes \(\lambda'_\nu\) to the functions \(n(r,e^{i\theta})\) and \(n(r,0)\). Therefore, if we denote by \(k(r)\) the number of sets \(D'_\nu\) such that \(D'_\nu\) have nonempty intersections both with \(|z| \leq r\) and with \(|z| > r\), then

\[
(1.1) \quad n(r,e^{i\theta}) - n(r,0) \leq \Lambda k(r),
\]

since the number of \(e^{i\theta}\)-points in \(D'_\nu\) does not exceed \(\Lambda\). If \(k(r) \geq 2\), then the circle \(|z| = r\) cannot be entirely contained in one of the domains \(D'_\nu\), that is, the curve \(\Gamma_r\) is not contained in one of the regions \(F'_\nu\). The curve \(\Gamma_r\) intersects \(k(r) \geq 2\) different sets \(F''_\nu\), hence, its projection intersects the ring \(|1 < |w| < \eta|\) at least \(2k(r)\) times, joining points on the circles \(|w| = 1\) and \(|w| = \eta\). Hence \(L(r) \geq 2k(r)l\). From (1.1) we get the inequality

\[
(1.2) \quad n(r,e^{i\theta}) - n(r,0) \leq \Lambda \max(1,k(r))
\]

\[
\leq \Lambda \max \left(1, \frac{1}{2l} L(r)\right) \leq \Lambda \left(1 + \frac{1}{2l} L(r)\right).
\]

Since

\[
N(r,a) - N(1,a) = \int_1^r \frac{n(t,a)}{t} dt,
\]

integrating the inequality (1.2) with respect to \(\ln r\) we get

\[
(1.3) \quad N(r,e^{i\theta}) - N(1,e^{i\theta}) - N(r,0) + N(1,0) \leq \Lambda \left(\ln r + \frac{1}{2l} \int_1^r \frac{L(t)}{t} dt\right).
\]

Integrating this inequality with respect to \(\theta\) and using Cartan’s formula (4.13) from Chapter 1, we get

\[
T(r,f) - T(1,f) - N(r,0) + N(1,0) \leq \Lambda \left(\ln r + \frac{1}{2l} \int_1^r \frac{L(t)}{t} dt\right),
\]

from where, by Jensen’s formula (4.1) from Chapter 1,

\[
(1.4) \quad m(r,0) - m(1,0) \leq \Lambda \left(\ln r + \frac{1}{2l} \int_1^r \frac{L(t)}{t} dt\right).
\]
Now we estimate the integral in the right-hand side of (1.4) using the Cauchy-Buniakowsky inequality. We have
\[
\int_1^r \frac{L(t)}{t} dt = \int_1^r \int_0^{2\pi} f(te^{i\theta}) t d\theta dt \\
\leq \left\{ \int_1^r \int_0^{2\pi} \{ f(te^{i\theta}) \}^2 t d\theta dt \right\}^{1/2} \left\{ \int_1^r \int_0^{2\pi} \frac{dt d\theta}{t} \right\}^{1/2} \\
\leq \sqrt{2\pi} \ln r \left\{ \int_0^r \int_0^{2\pi} \{ f(te^{i\theta}) \}^2 t d\theta dt \right\}^{1/2} = \sqrt{2\pi} \ln r \sqrt{\pi \bar{A}(r,f)},
\]
by the definition of $\bar{A}(r,f)$ from Section 4 of Chapter 1. Thus (1.4) implies
\[
m(r,0) \leq m(1,0) + \Lambda \left( \ln r + \frac{\pi}{\sqrt{2l}} \ln r \sqrt{\bar{A}(r,f)} \right).
\]
(1.5)

Now we use the following lemma.

**Lemma 1.1.** Let $\varphi(t)$ be a continuously differentiable, positive, non-decreasing for $t \geq t_0$ function. Then the inequality $\varphi'(t) \leq \{ \varphi(t) \}^{1+\varepsilon}$ holds for all $t \geq t_0$ except, possibly, a set $\Delta$ of intervals, having finite total length.

In fact, the inequality $\varphi'(t) > \{ \varphi(t) \}^{1+\varepsilon}$ holds on $\Delta$, therefore
\[
\int_{\Delta} dt \leq \int_{\Delta} \frac{\varphi'(t)}{\{ \varphi(t) \}^{1+\varepsilon}} dt \leq \int_{t_0}^{\infty} \frac{\varphi'(t) dt}{\{ \varphi(t) \}^{1+\varepsilon}} \leq \frac{1}{\varepsilon} \frac{1}{\{ \varphi(t_0) \}^{\varepsilon}}.
\]

By the definition of the Shimizu–Ahlfors spherical characteristic $\bar{T}(r,f)$ (see Section 4 of Chapter 1), we have
\[
\bar{A}(r,f) \ln r = \frac{d \bar{T}(r,f)}{d \ln r} \ln r = \frac{d \bar{T}(r,f)}{d \ln \ln r}.
\]
Therefore, applying Lemma 1.1 to the function $\bar{T}(r,f)$ with $t = \ln \ln r$, $\varepsilon = 1/2$, we get that outside a set $\Delta$ of intervals, for which
\[
\int_{\Delta} d \ln \ln r < \infty,
\]
the inequality $\bar{A}(r,f) \ln r \leq \{ \bar{T}(r,f) \}^{3/2}$ holds. Since $\ln r = o(T(r,f))$, we get from (1.5) that outside $\Delta$, that is, on an unbounded from above set of values of $r$ the relation
\[
m(r,0) \leq O(1) + \Lambda \left\{ \ln r + \frac{\pi}{\sqrt{2l}} (\bar{T}(r,f))^{3/4} \right\} = o(\bar{T}(r,f)), \quad r \to \infty,
\]
holds, that is, $\delta(0,f) = 0$.

It is obvious that the conditions of Theorem 1.2 are not satisfied if $a$ is an asymptotic value for $f(z)$. In fact, if the conditions of the theorem are satisfied even with the weaker condition $1 \leq \lambda_0 < \infty$, then the regions in which $|f(z) - a| < \eta'$ and $|f(z)| > \frac{1}{\eta'} > \frac{1}{\eta'}$ (or $a = \infty$) are all bounded, and $a$ cannot be an asymptotic value.

Theorem 1.2 does not remain true if we omit the condition $\lambda_0 \leq \Lambda$. 

Consider, for example, the meromorphic function $f(z)$ from the example 1 of Section 2 from Chapter 5. The set $D$ of those $z$ for which $|f(z)| > K$, where $K > M$ and $M$ is the constant defined in the analysis of the example, consists of finitely many poles (in our example it is one multiple pole, since each disc $C_j$ contains one multiple pole). By the known theorems (see S. Stoilow [Sto62, Vol. II, Ch. V, §2]) the image of $D$, under the mapping $f(z)$ onto the Riemann surface $F$ is a finite-sheeted region $F_D \subset F$ covering entirely the disc $\{|w| > K\}$. Hence all the conditions of Theorem 1.2 except $\lambda_\nu \leq \Lambda$, are satisfied. In fact, in our example the number $\lambda_\nu$ of sheets of $F_D$ is equal to the order of the pole of $f(z)$ lying in $D_\nu$, and the orders of poles of $f(z)$ are not bounded. On the other hand, as it was shown in the analysis of the example 1, $\infty$ is a deficient value for $f(z)$.

2. Quasiconformal mappings

Let $w = f(z)$ be a meromorphic function which is a one-to-one mapping of the complex plane onto a Riemann surface $F$. This mapping is conformal and univalent in sufficiently small neighborhoods of all points $z$ except multiple $a$-points of the function $f(z)$, which correspond to algebraic ramification points on $F$. For brevity we call such mapping conformal, without mentioning the exceptional, at most countable, set. Thus, the problem of determination of a mapping function for a given Riemann surface $F$ can be described in other words as a problem of determination of a conformal mapping of $F$ onto $\{|z| < \infty\}$. With very few exceptions it is not known how to construct such mapping effectively. For this reason so-called quasiconformal mappings of the Riemann surface $F$ onto the complex plane are constructed. The definition of a quasiconformal mapping which we give is not the most general, but it is sufficiently general for our purposes.

We say that a function $w = \varphi(z) = u(z) + iv(z)$ is continuously differentiable in the closed region $\bar{D}$ if there exist continuous in $\bar{D}$ functions $a(z)$, $b(z)$, $c(z)$, and $d(z)$, such that for each point $z$ the equalities ($z = x + iy$)

$$
\begin{align*}
\left\{ \begin{array}{l}
\quad u(z + \Delta z) - u(z) = a(z)\Delta x + b(z)\Delta y + o(|\Delta z|), \\
\quad v(z + \Delta z) - v(z) = c(z)\Delta x + d(z)\Delta y + o(|\Delta z|)
\end{array} \right.
\end{align*}
$$

hold as $\Delta z \to 0$, $z + \Delta z \in \bar{D}$. The number $J = J[\varphi] = a(z)d(z) - c(z)b(z)$ is called the Jacobian of the function $\varphi(z)$ at the point $z$. It is clear that at all interior points of $\bar{D}$ the equalities

$$
\begin{align*}
a(z) = \frac{\partial u(z)}{\partial x}, \quad b(z) = \frac{\partial u(z)}{\partial y}, \quad c(z) = \frac{\partial v(z)}{\partial x}, \quad d(z) = \frac{\partial v(z)}{\partial y}
\end{align*}
$$

hold.

The same equalities hold for those points on the boundary of $\bar{D}$, where the corresponding partial derivatives exist. However, the partial derivatives of $u$ and $v$ can be undefined at some boundary points. We shall consider the equalities (2.2) as definitions of the partial derivatives on $\partial D$. The equalities (2.1) imply that the image of a smooth curve $C \subset \bar{D}$ under the mapping $w = \varphi(z)$ is a smooth curve if $J[\varphi] \neq 0$ for $z \in C$.

Let $D_1$ and $D_2$ be two closed regions bounded by finite number of piece-wise smooth closed Jordan curves. A mapping $w = \varphi(z)$ of the region $D_1$ onto the region
D_2 is called quasiconformal if: (1) the mappings \( \varphi(z) \) and if: (1) the mappings \( \varphi(z) \) and \( \varphi^{-1}(w) \) are one-to-one and continuous on \( D_1 \) and \( D_2 \), respectively; (2) the region \( D_1 \) can be decomposed by a finite set of piece-wise smooth curves into closed regions, in each of which the function \( \varphi(z) \) is continuously differentiable and has a positive Jacobian. It is clear in such a case that the inverse mapping \( \varphi^{-1}(w) \) is also quasiconformal.

Let \( F \) be a simply connected Riemann surface covering the \( w \)-plane (the case of a plane region is not excluded). Let \( p_0 \) be a point on \( F \), whose projection is \( w_0 \); we let \( m = 1 \) if \( p_0 \) is a simple point, and \( m = k + 1 \) if \( p_0 \) is a ramification point of order \( k \). For sufficiently small \( \eta = \eta(p_0) > 0 \) the function \( w = w_0 + \zeta^m \) maps the disc \( \{ |\zeta| \leq \eta \} \) onto a closed neighborhood of the point \( p_0 \). Let \( q = \psi(p) \) be a one-to-one mapping of the Riemann surface \( F \) onto the Riemann surface \( F_1 \) which covers the \( z \)-plane, \( p \in F, \, q \in F_1 \), and \( T(q) \) be the projection of the point \( q \) in the \( z \)-plane. The mapping \( q = \psi(p) \) is called quasiconformal if the mapping \( z = T(\psi(w_0 + \zeta^m)) \) of the disc \( \{ |\zeta| \leq \eta \} \) is quasiconformal for each point \( p_0 \in F \). In the case when \( F_1 \) is a region in the \( z \)-plane we have \( T(\psi(w_0 + \zeta^m)) \equiv \psi(w_0 + \zeta^m) \).

Thus, the definition of a quasiconformal mapping of a Riemann surface (including the case of open plane regions) is reduced to the definition of a quasiconformal mapping of a closed plane region.

Suppose that a Riemann surface \( F \) is mapped conformally onto \( \{ |z| < \infty \} \) and quasiconformally onto \( \{ |\zeta| < \infty \} \). Then the mapping \( \{ |z| < \infty \} \rightarrow F \rightarrow \{ |\zeta| < \infty \} \) is a quasiconformal mapping \( \zeta = \zeta(z) \) of the \( z \)-plane onto the \( \zeta \)-plane. The inverse mapping \( z = z(\zeta) \) is also quasiconformal. We may assume without loss of generality that \( \zeta(0) = 0 \). As we have already mentioned usually it is not known how to construct a conformal mapping \( w = f(z) \) of the \( z \)-plane onto the Riemann surface \( F \), but a quasiconformal mapping \( w = \varphi(\zeta) \) of the \( \zeta \)-plane onto \( F \) can sometimes be efficiently constructed.

Suppose that such a mapping has been constructed. A root \( \zeta_0 \) of the equation \( \varphi(\zeta) = a \) (1/\( \varphi(\zeta) = 0 \) for \( a = \infty \)) will be called an \( a \)-point of the function \( \varphi(\zeta) \), moreover, if \( \zeta_0 \) is mapped onto a simple point of \( F \), then \( \zeta_0 \) is considered as an \( a \)-point of the first order, if \( \zeta_0 \) is mapped onto an algebraic ramification point of order \( m \), then \( \zeta_0 \) is considered as an \( a \)-point of order \( m + 1 \). If \( \varphi(\zeta) \) is a meromorphic function, this definition is equivalent to the usual definition of an \( a \)-point. We denote the number of \( a \)-points of the function \( \varphi(\zeta) \) in the disc \( \{ |\zeta| \leq r \} \) by \( n(r, a, \varphi) \), and the spherical area of the Riemann surface \( F_r \) which is the image of \( \{ |\zeta| < r \} \) under \( w = \varphi(\zeta) \) by \( \pi \hat{A}(r, \varphi) \). The curves \( \gamma_r \), which are images of the circles \( \{ |\zeta| = r \} \) under the mapping \( z = z(\zeta) \), exhaust the \( z \)-plane. It is clear that

\[
n_r(r, a, f) \equiv n(r, a, \varphi), \quad \hat{A}(r, f) \equiv \hat{A}(r, f),
\]

where the quantities \( n_r(r, a, f) \) and \( \hat{A}(r, f) \) have the same meaning as in Section 6 of Chapter. Thus, knowledge of the quasiconformal mapping \( w = \varphi(\zeta) \) allows us to study the value distribution of the meromorphic function \( w = f(z) \) in the case when we exhaust the complex plane \( \{ |z| < \infty \} \) by the family of the curves \( \gamma_r \), moreover, we can find \( T_r(r, f), \, N_r(r, a, f), \, \delta_r(a, f), \, \varepsilon_r(a, f) \) etc. Since we are interested in the usual deficiencies and indices, \( \delta(a, f) \) and \( \varepsilon(a, f) \), rather than in the quantities \( \delta_r(a, f) \) and \( \varepsilon_r(a, f) \), we need conditions on the family \( \gamma_r \) of curves, and on \( T(r, f), \)

\footnote{This definition is different from the modern one.}
under which the equalities $\delta_r(a, f) = \delta(a, f)$ and $\varepsilon_\gamma(a, f) = \varepsilon(a, f)$ hold. Such conditions were found in Section 6 of Chapter 4. In Theorem 6.9 from Chapter 4 the following condition was imposed on the family $\gamma_r$ of curves:

\begin{equation}
(2.3) \quad r_2(r) \sim r_1(r), \quad r \to \infty,
\end{equation}

where $r_2(r) = \max_{z \in \gamma_r} |z|$, $r_1(r) = \min_{z \in \gamma_r} |z|$. Since in our case

\[ r_2(r) = \max_{|\zeta|=r} |z(\zeta)|, \quad r_1(r) = \min_{|\zeta|=r} |z(\zeta)|, \]

it is clear that the condition (2.3) holds if

\begin{equation}
(2.4) \quad \lim_{\zeta \to \infty} \frac{|z(\zeta)|}{|\zeta|} = \lim_{z \to \infty} \frac{|z|}{|z(z)|} = A, \quad 0 < A < \infty.
\end{equation}

In the next section we shall find a rather wide class of quasiconformal mappings $z(\zeta)$ for which the relation (2.4) takes place.

Now we consider some properties of quasiconformal mappings. We restrict our attention to quasiconformal mappings of plane regions (as we saw, quasiconformal mappings of Riemann surfaces can be reduced to this case).

First we observe that a composition of two quasiconformal mappings is also a quasiconformal mapping. Let $w = \psi(z) = u(z) + iv(z)$ be a function which maps quasiconformally a region $G$ onto a region $D$. Let $z_0$ be such point in $G$ that the function $\psi(z)$ is continuously differentiable in its sufficiently small neighborhood. Let $dz = |dz| e^{i\varphi}$, then

\[ |dw|^2 = (du)^2 + (dv)^2 = (E \cos^2 \varphi + 2F \sin \varphi \cos \varphi + G \sin^2 \varphi)|dz|^2, \]

where $E = \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial x} \right)^2$, $F = \frac{\partial u}{\partial x} \frac{\partial u}{\partial y} + \frac{\partial u}{\partial x} \frac{\partial v}{\partial y}$, $G = \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2$. The modulus of the derivative in the direction $\arg(z - z_0)$ is equal to

\[ \left| \frac{dw}{dz} \right| = \sqrt{E \cos^2 \varphi + 2F \sin \varphi \cos \varphi + G \sin^2 \varphi} = \sqrt{h(\varphi)}. \]

It is easy to compute that

\begin{equation}
(2.5) \quad \max_{0 \leq \varphi \leq 2\pi} h(\varphi) = \frac{1}{2} \{ E + G + \sqrt{(E + G)^2 - 4J^2} \},
\end{equation}

\begin{equation}
(2.5') \quad \min_{0 \leq \varphi \leq 2\pi} h(\varphi) = \frac{1}{2} \{ E + G - \sqrt{(E + G)^2 - 4J^2} \}. \tag{2.5''}
\end{equation}

The quantity

\[ p(z_0, w_0) = p_\psi(z_0, w_0) = \left( \max_{0 \leq \varphi \leq 2\pi} \left| \frac{dw}{dz} \right| \right) / \left( \min_{0 \leq \varphi \leq 2\pi} \left| \frac{dw}{dz} \right| \right), \quad w_0 = \psi(z_0), \]

is called the characteristic of the quasiconformal mapping $w = \psi(z)$. At those points of $G$ for which there is no neighborhood in which $\psi(z)$ is a continuously differentiable function, the characteristics $p(z_0, w_0)$ is not defined. However, as is easy to see, even at these points there exists the derivative $|dw/dz|$ in an arbitrary direction, continuously depending on $\varphi$. By the Heine–Borel lemma, in each closed subregion of the region $G$ the characteristic $p(z, w)$ is defined and is continuous everywhere except, possibly, a finite set of piecewise smooth curves. If the mapping
$w = \psi(z)$ is conformal at $z_0$, then $|dw/dz|$ does not depend on the direction $\varphi$, and $p(z_0, w_0) = 1$. Conversely, if $p(z_0, w_0) = 1$, then the mapping is conformal at $z_0$. In fact, if $p(z_0, w_0) = 1$, then $(E + G)^2 - 4J^2 = 0$, that is,

\[(E + G - 2J)(E + G + 2J)\]

\[= \left\{ \left( \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)^2 \right\} \left\{ \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial y} - \frac{\partial v}{\partial x} \right)^2 \right\} = 0.\]

The expression in the second braces cannot be equal to zero, since otherwise we would have $p(\partial u/\partial x - \partial v/\partial y)^2 + (\partial u/\partial y + \partial v/\partial x)^2 \neq 0$, contrary to the assumption $J > 0$. Hence the expression in the first braces is equal to zero, that is $w = \psi(z)$ satisfies the Cauchy–Riemann equations at the point $z_0$, together with the condition $J > 0$ the implies that the mapping is conformal.

If $p(z, w) = 1$ at all points of $G$ where the characteristic is defined, then the function $w = \psi(z)$ is analytic in $G$. In fact, the function $\psi(z)$ is continuous in $G$ and analytic in $G$ everywhere except, possibly a set whose intersection with each closed subregion of $G$ consists of finitely many piecewise smooth curves. By the well-known result from the theory of analytic functions, the function $w = \psi(z)$ is analytic everywhere in the region $G$. Since $J[\psi] > 0$, we have $\psi'(z) \neq 0$, and the mapping $w = \psi(z)$ is conformal in $G$.

It is easy to verify that at the point $z_0$ where the characteristic $p(z_0, w_0)$ exists, the mapping $w = \psi(z)$ transfers the element $dz = |dz|e^{i\varphi}$ into a certain element $dw = |dw|e^{i\theta}$, where $\theta$ gets an increment $2\pi$ if $\varphi$ gets an increment $2\pi$. Therefore

\[\max_{\varphi} |dw/dz|_\varphi = \frac{1}{\min_{\theta} |dz/dw|_\theta};\]

\[\min_{\varphi} |dw/dz|_\varphi = \frac{1}{\max_{\theta} |dz/dw|_\theta};\]

\[p(z_0, w_0) = \frac{\max_{\varphi} |dw/dz|_\varphi}{\min_{\varphi} |dw/dz|_\varphi} = \frac{\max_{\theta} |dz/dw|_\theta}{\min_{\theta} |dz/dw|_\theta} = p(w_0, z_0).\]

In what follows, when writing relations containing the characteristics, we assume that the characteristics are defined at the corresponding points. Note, first of all, an obvious inequality: $1 \leq p(z, w) < \infty$.

Next, if a quasiconformal mapping $w = \psi(z)$ is obtained as a composition of two quasiconformal mappings $w = w(\zeta)$ and $\zeta = \zeta(z)$, then

\[(2.6) \quad p(z, w) \leq p(z, \zeta)p(\zeta, w).\]

In fact,

\[p(z, w) = \frac{\max |dw/dz|}{\min |dw/dz|} = \frac{\max \{|dw/d\zeta||d\zeta/dz|\}}{\min \{|dw/d\zeta||d\zeta/dz|\}} \leq \frac{\max |dw/d\zeta|}{\min |dw/d\zeta|} \frac{\max |d\zeta/dz|}{\min |d\zeta/dz|} = p(\zeta, w)p(\zeta, z).\]

If one of the mappings $w = w(\zeta)$ and $\zeta = \zeta(z)$ is conformal, then the equality is attained in (2.6). In fact, let, for example, $\zeta = \zeta(z)$ be a conformal mapping. Then
\[ |dζ/dz|_φ = |dζ/dz| \] does not depend on \( φ \) and

\[
(2.7) \quad p(z, w) = \frac{\max\{|dw/dζ||dζ/dz|\}}{\min\{|dw/dζ||dζ/dz|\}} = \frac{\max |dw/dζ|}{\min |dw/dζ|} = p(ζ, w).
\]

Similarly, if the mapping \( w = w(ζ) \) is conformal, then

\[
(2.8) \quad p(z, w) = p(z, ζ).
\]

It is also easy to see that if we, along with the quasiconformal mapping \( w = ψ(z) \) consider the “symmetric” mapping \( w = ψ_1(z) = \overline{ψ(z)} \), we have \( p_w(z, w) = p_{ψ_1}(z, w) \). The equalities (2.7) and (2.8) show that the characteristic of a quasiconformal mapping is a conformal invariant.

The equalities (2.5') and (2.5'') imply that

\[
(2.9) \quad p(z, w) = \frac{E + G}{2J} + \sqrt{\left(\frac{E + G}{2J}\right)^2 - 1} = \frac{\max_φ |dw/dζ|^2}{J} = \frac{J}{\min_φ |dw/dζ|^2} = K + \sqrt{K^2 - 1},
\]

where \( K = (E + G)/2J \). From here we get the estimate

\[
(2.10) \quad p(z, w) \leq (E + G)/J = 2K.
\]

Now we introduce several examples of quasiconformal mapping which we shall refer to in what follows.

**Example 1.** The function \( w = ψ(z) = x l_1/l + iy \) maps quasiconformally the rectangle \( \{0 \leq x \leq l, 0 \leq y \leq 1\} \) onto the rectangle \( \{0 \leq u \leq l_1, 0 \leq v \leq 1\} \). In this case \( J = l_1/l, E = (l_1/l)^2, G = 1 \). Using the formula (2.9) we get

\[
(2.11) \quad p(z, w) = \frac{1 + (l_1/l)^2 + |1 - (l_1/l)^2|}{2l_1/l} = \max \left(\frac{l_1}{l}, \frac{l}{l_1}\right).
\]

**Example 2.** The function

\[
w = ψ(z) = x + i \left\{ \left(\frac{q_2 - q_1}{l}x + q_1\right) \frac{y}{m} + \frac{a}{l}x \right\},
\]

where \(-∞ < a < ∞, 0 < q_1, q_2 < ∞, 0 < l < ∞, \) maps the rectangle \( \{0 \leq x \leq l, 0 \leq y \leq m\} \) quasiconformally onto the trapezoid with vertices at the points \( w = 0, q_1i, l + (a + q_2)i, l + ai \). For this mapping we have

\[
\frac{\max(q_1, q_2)}{m} \geq J = \frac{∂v}{∂y} = \left(\frac{q_2 - q_1}{l}x + q_1\right) \frac{1}{m} \geq \frac{\min(q_1, q_2)}{m},
\]

\[
E + G = 1 + \left(\frac{q_2 - q_1}{l} \cdot \frac{y}{m} + \frac{a}{l}\right)^2 + \left(\frac{q_2 - q_1}{l}x + q_1\right)^2 \frac{1}{m^2},
\]

\[
2K = J + \frac{1}{J} + \frac{1}{J} \left(\frac{q_2 - q_1}{l} \cdot \frac{y}{m} + \frac{a}{l}\right)^2.
\]

Taking into account (2.10), we get the estimate

\[
(2.12) \quad p(z, w) \leq \frac{m}{\min(q_1, q_2)} + \frac{\max(q_1, q_2)}{m} + m \frac{\max\left(a^2, (q_2 - q_1 + a)^2\right)}{l^2 \min(q_1, q_2)}.
\]
In some special cases the estimate can be simplified. If \( q_1 = q_2 = m \), then \( J \equiv 1 \), 
\[ E + G = 2 + \left( \frac{a}{l} \right)^2, \quad K = 1 + \frac{1}{2} \left( \frac{a}{l} \right)^2, \]
(2.13) 
\[ p(z, w) \equiv 1 + \frac{1}{2} \left( \frac{a}{l} \right)^2 \sqrt{1 + \left( \frac{a}{l} \right)^2} + 1 \leq 2 + \left( \frac{a}{l} \right)^2. \]

If \( a = 0, m = q_1 = 1, q_2 = q \), then (2.12) implies 
\[ p(z, w) \leq 1 + \max \left( q, \frac{1}{q} \right) + \frac{(q - 1)^2}{l^2 \min(1, q)}. \]

Suppose that a closed region \( G \) is mapped quasiconformally onto a closed region \( D \) by a function \( w = \psi(z) \). Let \( C \) be a smooth curve, \( C \subset G \). If the equality \( |dw/dz|_\omega = \text{const} \) holds on \( C \), where the derivative is taken in the direction of the tangent to \( C \), we say that the mapping has constant distortion on \( C \). If the curve \( C \) is piecewise-smooth, and the distortion is equal to the same constant on each of the smooth pieces forming \( C \), we say that the mapping has a constant distortion on \( C \). It is easy to verify that in the both preceding examples the distortion is constant on each of the edges of the mapped quadrilaterals.

**Remark.** We will have to use quasiconformal mappings which can be obtained from the considered above by additional entire linear mappings or by passage to “symmetric” mappings. It is clear that the estimates for the characteristic obtained above will remain true. Therefore referring to one of the examples we assume that, if needed, readers will make these additional transformations themselves. This remark will be applied, also, to the examples considered below.

**Example 3.** Let \( u = \omega(x) \) be a continuously differentiable on \( \{0 \leq x \leq l\} \) function, such that \( \omega(0) = 0, \omega(l) = l, 0 < 1/M \leq \omega'(x) \leq M < \infty \). Our purpose is to construct a quasiconformal mapping of the rectangle \( \{0 \leq x \leq l, 0 \leq y \leq 1\} \) onto the same rectangle \( \{0 \leq u \leq l, 0 \leq v \leq 1\} \), such that the points \( z = x + i \) are mapped to the points \( w = \omega(x) + i \), and all points on the other three edges of the rectangle are fixed by the mapping. The mapping 
\[
\begin{cases}
  u = (\omega(x) - x)y + x, \\
  v = y
\end{cases}
\]
is a desired mapping. For this mapping we have 
\[ J = (\omega'(x) - 1)y + 1, \quad \min(1, \omega') \leq J \leq \max(1, \omega'), \]
\[ E + G = 1 + \{ (\omega'(x) - 1)y + 1 \}^2 + (\omega(x) - x)^2. \]
Then, by (2.10),
\[ p(z, w) \leq \frac{1}{J} + J + \frac{(\omega(x) - x)^2}{J} \leq 1 + \max \left( \omega', \frac{1}{\omega'} \right) \]
\[ + \frac{(\omega(x) - x)^2}{\min(1, \omega')} \leq 1 + M + Ml^2. \]

**Example 4.** Let \( \omega_j(x)(j = 1, 2) \) be continuously differentiable on \( \{0 \leq x \leq l\} \) functions, \( \omega_j(0) = 0, \omega_j(l) = l, 0 < 1/M \leq \omega_j'(x) \leq M < \infty \), \( j = 1, 2 \), and \( \omega_j(y)(j = 3, 4) \) be continuously differentiable on \( \{0 \leq y \leq 1\} \) functions, \( \omega_j(0) = 0, \omega_j(1) = 1, 0 < 1/M \leq \omega_j'(y) \leq M < \infty \), \( j = 3, 4 \). Our purpose is to map the
rectangle \( R = \{0 \leq x \leq l, 0 \leq y \leq 1\} \) quasiconformally onto the same rectangle \( \{0 \leq u \leq l, 0 \leq v \leq 1\} \) in such a way, that the points \( z = x \) are mapped to the points \( w = \omega_1(x) \), the points \( z = x + i \) are mapped to the points \( w = \omega_2(x) + i \), the points \( z = iy \) are mapped to the points \( w = i\omega_3(y) \), and the points \( z = l + iy \) are mapped to the points \( w = l + i\omega_4(y) \).

Thus we are given certain continuous one-to-one mapping of the boundary of the rectangle \( \{0 \leq x \leq l, 0 \leq y \leq 1\} \) onto the boundary of the same rectangle \( \{0 \leq u \leq l, 0 \leq v \leq 1\} \), which preserves vertices and satisfies additional smoothness conditions. We need to extend this mapping to a quasiconformal mapping of \( \{0 \leq x \leq l, 0 \leq y \leq 1\} \) onto \( \{0 \leq u \leq l, 0 \leq v \leq 1\} \).

The desired mapping can be constructed in the following way. First we map the rectangle \( R \) onto itself in such a way that points on vertical edges are fixed, and points on horizontal edges are mapped in the described way. In order to get such a mapping we apply the mappings from Example 3 to the rectangles \( \{0 \leq x \leq l, 0 \leq y \leq 1/2\} \) and \( \{0 \leq x \leq l, 1/2 \leq y \leq 1\} \), the points of the intervals \( \{x = 0, 0 \leq y \leq 1\} \), \( \{x = l, 0 \leq y \leq 1\} \), and \( \{y = 1/2, 0 \leq x \leq l\} \) are fixed points of these mappings. After this, in a similar way, we construct a quasiconformal mapping of \( R \) onto \( R \), such that points on horizontal edges are fixed, and points on vertical edges are mapped in the described way (to do this we divide \( R \) into two rectangles: \( \{0 \leq x \leq l/2, 0 \leq y \leq 1\} \) and \( \{l/2 \leq x \leq l, 0 \leq y \leq 1\} \)). The composition of these two quasiconformal mappings is a desired mapping. Using (2.6) and (2.14) it is not difficult to get an estimate for its characteristic. We mention only that \( p(z, w) \) is bounded by a constant depending on \( M \) and \( l \) only.

Example 5. Let \( F \) be a closed Riemann surface of genus zero, covering the \( w \)-plane, \( D \) be a closed simply connected region on \( F \), bounded by a closed Jordan curve \( C \) having the following properties:

1. \( C \) does not pass through the algebraic ramification points of the surface \( F \).
2. There are four points \( A_1, A_2, A_3, A_4 \) on \( C \), listed according to their order on \( C \), such that the arcs \( A_1A_2, A_2A_3, A_3A_4, A_4A_1 \), which partition \( C \), have continuous curvature.
3. In a sufficiently small neighborhood of the point \( A_j \), the arcs \( A_{j-1}A_j \) and \( A_jA_{j+1}, j = 1, 2, 3, 4 \), \( A_3 = A_1, A_0 = A_4 \), either consist of two orthogonal line segments, or of one line segment and one circular arc, also orthogonal at \( A_j \), moreover the region \( D \) has at \( A_j \) an angle of magnitude \( \pi/2 \).

Our purpose is to construct a quasiconformal mapping \( z = \psi(w) \), which maps \( D \) onto some rectangle \( R = \{0 \leq x \leq l, 0 \leq y \leq 1\} \) in the \( (z = x + iy)\)-plane, such that the points \( A_1, A_2, A_3, A_4 \) are mapped to the vertices of the rectangle, and the mapping has a constant distortion on each of the arcs \( A_jA_{j+1} \). To solve this problem we need some theorems from the theory of conformal mappings, all results we need can be found, for example, in the book G.M. Goluzin [Gol69].

We may assume without loss of generality that the projection of \( C \) is contained in the \( w \)-plane. As is known (see [Gol69, Ch.IV,§6]), for a closed region \( D \) there exists a one-to-one conformal mapping of \( D \) onto a rectangle \( \{0 \leq \xi \leq l, 0 \leq \eta \leq 1\} \) in the plane \( \zeta = \xi + i\eta \), where the constant \( l \) depends on \( D \) and on the choice of the points \( A_j \); such that the points \( A_1, A_2, A_3, A_4 \) are mapped to the points \( \zeta = 0, l, l+i, \) and \( i \), respectively. Denote such a mapping by \( \zeta = \zeta(w) \). Since the
It is clear that the equality (2.7), we have $p(z)$ constant, in neighborhoods of vertices of $R$, where it is also continuous and nonzero. Hence everywhere on the boundary $\partial R'$ the derivative $w'(\zeta) \neq 0$ exists and is continuous. Hence the inequality $0 < 1/M_1 \leq |w'(\zeta)| \leq M_1 < \infty$ holds, where $M_1$ is some constant, $\zeta \in \partial R'$.

Let $z = T(w)$ be a function establishing a continuous one-to-one correspondence between the curve $C$ and the boundary $\partial R$ of the rectangle, such that the points $A_1, A_2, A_3, A_4$ are mapped onto the vertices $z = 0, l, l + i, i$, respectively, and the distortion is constant on each of the arcs $A_jA_{j+1}$, that is,

\begin{equation}
\frac{dT}{dw} = \left\{ \begin{array}{ll}
\frac{l}{\text{length}(A_1A_2)} & \text{for } w \in A_1A_2, \\
\frac{1}{\text{length}(A_2A_3)} & \text{for } w \in A_2A_3, \\
\frac{l}{\text{length}(A_3A_4)} & \text{for } w \in A_3A_4, \\
\frac{1}{\text{length}(A_1A_4)} & \text{for } w \in A_1A_4.
\end{array} \right.
\end{equation}

It is clear that $0 < 1/M_2 \leq |dz/dw| \leq M_2 < \infty$. On the boundary $\partial R'$ we have defined a function $z = \omega(\zeta) = T(w(\zeta))$ which maps $\partial R'$ onto $\partial R$ in such a way, that vertices are mapped onto vertices. The function $z = \omega(\zeta)$ has a continuous derivative on each of the sides of $\partial R'$, moreover

$$1/(M_1M_2) \leq |\omega'(\zeta)| = |T'(w)||w'(\zeta)| \leq M_1M_2.$$ 

Using the result of Example 4, we can extend this mapping $z = \omega(\zeta)$ to a quasiconformal mapping $z = \Omega(\zeta)$ of the rectangle $R'$ onto $R$, moreover, the characteristic $p(\zeta, z)$ does not exceed certain constant depending on $l$ and $M_1M_2$. The quasiconformal mapping $z = \Omega(\zeta(w))$ has the desired properties. In fact, by the equality (2.7), we have $p(w, z) = p(\zeta(w), z)$, and the equality $z = \Omega(\zeta(w)) = \omega(\zeta(w)) = T(w(\zeta)) = T(w)$ holds on $C$, and, by (2.15), the distortion is constant on each arc $A_jA_{j+1}$.

**Example 6.** Let $w = \psi(z)$ be a quasiconformal mapping of the disc $\{|z| \leq R\}$ onto the disc $\{|w| \leq R\}$, such that the points $z = re^{i\varphi}, 0 \leq r \leq R, 0 \leq \varphi \leq 2\pi$, are mapped to the point $w = re^{i\theta(\varphi)}$, where $\theta(\varphi)$ is a continuously differentiable function on $[0, 2\pi], \theta'(\varphi) > 0, \theta(0) = 0, \theta(2\pi) = 2\pi$. Let us estimate the characteristic of this mapping. In this connection it is convenient to consider an auxiliary mapping of the half-strip $\{0 < \sigma < \ln R, 0 < \tau < 2\pi\}$, $\zeta = \sigma + i\tau$ onto the half-strip $\{\sigma_1 < \ln R, 0 < \tau_1 < 2\pi\}$, $\zeta_1 = \sigma_1 + i\tau_1$ by means of the function $\zeta_1 = \ln(\psi(e^{\sigma}))$. It is clear that $p(\zeta, \zeta_1) = p(z, w)$. Therefore it suffices to estimate $p(\zeta, \zeta_1)$. Since $\sigma_1 = \sigma, \tau_1 = \theta(\tau), w = \theta', E + G = 1 + \theta^2$, and, using the formulas (2.9)
we get

\[ p(z, w) = p(\zeta, \zeta_1) = \frac{1}{2} \left( \frac{1}{\theta'} + \theta' \right) + \sqrt{\frac{1}{4} \left( \frac{1}{\theta'} + \theta' \right)^2 - 1}. \]

(2.16)

Thus

\[ p(z, w) \leq \max \left\{ \max_{[0, 2\pi]} \theta'(\varphi), \frac{1}{\min_{[0, 2\pi]} \theta'(\varphi)} \right\}. \]

Example 7. Our purpose is to find a quasiconformal mapping of the disc \( \{ |z| \leq R \} \) onto the disc \( \{ |w| \leq R \} \) in such a way that the point \( z = x_0, 0 < x_0 < R \), is mapped onto \( w = 0 \), and the points \( \{ |z| = R \} \) are fixed points of the mapping.

First we carry out a linear-fractional transformation of the disc \( \{ |z| \leq R \} \) onto the disc \( \{ |\zeta| \leq R \} \), mapping the point \( z = x_0 \) onto \( \zeta = 0 \), and \( z = R \) onto \( \zeta = R \):

\[ \zeta = \zeta(z) = \frac{R^2(z - x_0)}{R^2 - z x_0}. \]

Under this mapping each point \( \zeta = Re^{i\theta} \) has a unique pre-image \( z = Re^{i\varphi} \), where \( \varphi(-\pi) = -\pi, \varphi(0) = 0, \varphi(\pi) = \pi \). Now we construct a quasiconformal mapping which maps the disc \( \{ |\zeta| \leq R \} \) onto the disc \( \{ |w| \leq R \} \) in such a way that the point \( \zeta = |\zeta|e^{i\theta}, |\theta| \leq \pi, 0 < |\zeta| \leq R, \) is mapped onto the point \( w = |\zeta|e^{i\varphi(\theta)}, w(0) = 0 \). It is easy to see that the mapping \( w = w(z) = w[\zeta(z)] \) has the desired properties.

Let us estimate the characteristic \( p(z, w) \) of the mapping. Since the mapping \( \zeta(z) \) is conformal, we have \( p(z, w) = p(\zeta, w) \). The equality (2.16) implies that

\[ p(z, w) = \max \left( \varphi', \frac{1}{\varphi'} \right) = \max \left( \frac{d\theta}{d\varphi}, \frac{d\varphi}{d\theta} \right) \]

if \( \arg z = \varphi \). But

\[ \left. \frac{d\theta}{d\varphi} \right|_{z=Re^{i\varphi}} = \frac{R^2 - x_0^2}{|R - e^{i\varphi}x_0|^2}. \]

Hence

\[ \left(2.17\right) \]

\[ p(z, w) \leq \frac{R + x_0}{R - x_0} = \frac{1 + \frac{x_0}{R}}{1 - \frac{x_0}{R}}. \]

This estimate is sharp because

\[ \left. \frac{d\theta}{d\varphi} \right|_{\varphi=0} = \frac{1 + \frac{x_0}{R}}{1 - \frac{x_0}{R}} \]

for \( z = x, 0 < x < R \).
Example 8. Let $F_1$ be the Riemann surface of the function $\sqrt{z}, n = 2, 3, \ldots$, over the disc $\{|z| < R\}$, $F_2$ be the Riemann surface of the function $\sqrt{w-a}$, $0 < |a| < R$, over the disc $\{|w| < R\}$. Our purpose is to find a quasiconformal mapping of $F_1$ onto $F_2$, such that the algebraic ramification point (of order $n-1$) of $F_1$ over the point $z = 0$ is mapped onto the algebraic ramification point of $F_2$ over $w = a$, and the boundary points remain fixed. Such a mapping can be obtained as $w = w(z) = z_2(z_1(z))$, where $z_1(z) = ze^{-i\alpha}, \alpha = \arg a, z_2 = z_2(z_1)$ is the inverse mapping to the mapping considered in Example 7 (the role of $x_0$ is played by $|a|$), and $w(z_2) = zw_0$. Here

$$p(z, w) \leq \frac{1 + |a|}{R} \cdot \frac{R}{1 - |a|}.$$ 

Example 9. Let $F$ be a closed Riemann surface of genus zero, covering the $w$-plane, $D$ be a closed simply connected region on $F$, bounded by a closed Jordan curve $C$, which does not pass through algebraic ramification points of $F$ and has a continuous curvature. There exists a quasiconformal mapping $z = \psi(w)$ with a bounded characteristic of the region $D$ onto the disc $\{|z| \leq R\}$, which has a constant distortion on $C$.

Such a quasiconformal mapping can be constructed similarly to the construction of Example 5, but instead of Example 4 we use Example 6, and some parts of the argument are simpler. Note that the estimate of the characteristic $p(w, z)$ does not depend on the radius of the disc $\{|z| \leq R\}$, since we can pass from this disc to any other disc using an additional entire linear transformation.

Example 10. Let $W$ be a Riemann surface constructed in the following way. Take two copies, $G_1$ and $G_2$, of the disc $\{|w| < 2\}$ with a cut along the segment joining the points $w = \pm 1$. We paste together the upper boundary of the cut in $G_1$ with the lower boundary of the cut in $G_2$, and vice versa. We get a two-sheeted Riemann surface $W$ with two algebraic ramification points of the first order over $w = 1$ and $w = -1$. It is clear that the surface $W$ is doubly-connected and its boundary consists of two circles, $C_1$ and $C_2$, lying over $\{|w| = 2\}$, $C_1 = \partial G_1, C_2 = \partial G_2$. Our purpose is to construct a quasiconformal mapping with bounded characteristic of the Riemann surface $W$ onto the one-sheeted annulus $\{1/2 < |z| < 2\}$, such that the point $2e^{i\theta} \in C_1$ is mapped onto the point $2e^{i\theta}$, and the point $2e^{-i\theta} \in C_2$ is mapped onto the point $e^{i\theta}/2$. We are not interested in precise numerical bounds for the characteristic.

We map the Riemann surface $W$ conformally\footnote{The mapping function can be written explicitly using elliptic functions (see L.I. Volkovyski\u011f, G.L. Lunts, and I.G. Aramanovich [VLA91, Problem 1370, 7], or L.I. Volkovyski\u011f [Vol54, p. 146]).} onto the annulus $\{1/R < |\zeta| < R\}$, where $R$ is some constant, $1 < R < \infty$ in such a way, that $G_1$ is mapped onto $\{1 < |\zeta| < R\}$, $G_2$ is mapped onto $\{1/R < |\zeta| < 1\}$, and the algebraic ramification points over $w = \pm 1$ are mapped onto $\zeta = \pm 1$, respectively, and the points $\pm 2 \in C_1$ are mapped onto the points $\zeta = \pm R$, and the points $\pm 2 \in C_2$ are mapped onto $\zeta = \pm 1/R$. To construct such a mapping it suffices to map $\{|w| < 2, \Im w > 0\}$ onto $\{1 < |\zeta| < R, \Im \zeta > 0\}$ conformally in such a way that the points $-2, -1, 1, 2$ are mapped onto the points $-R, -1, 1, R$, respectively, and to continue the obtained
function using the symmetry principle. The symmetry principle implies that there exists a continuous, odd, increasing on \([-\pi, \pi]\) function \(\varphi = \varphi(\theta)\), such that \(\varphi(0) = 0\), \(\varphi(\pm \pi) = \pm \pi\), the point \(2e^{i\theta} \in C_1\) is mapped onto the point \(Re^{i\varphi(\theta)}\), and the point \(2e^{-i\theta} \in C_2\) is mapped onto the point \(\frac{1}{2}Re^{i\varphi(\theta)}\). Since the mapping is conformal in the points lying on \(C_1\) and \(C_2\), then \(\varphi\) has a continuous derivative \(\varphi'(\theta) > 0\) on \([-\pi, \pi]\). Using the function \(\zeta_1 = \ln \zeta\) we map \(\{1/R < |\zeta| < R, \text{arg}\zeta < \pi\} \rightarrow \) onto the rectangle \(R_1 = \{|\text{Re}\zeta_1| < \ln R, |\text{Im}\zeta_1| < \pi\}\). Now we map \(R_1\) quasiconformally onto the rectangle \(R_2 = \{|\text{Re}\zeta_2| < \ln (2), |\text{Im}\zeta_2| < \pi\}\) in such a way, that the point \(\xi_1 \pm i\pi, |\xi_1| < \ln R\), is mapped onto the point \(\frac{\ln 2}{\ln R}\xi_1 \pm i\pi = \xi_2 \pm i\pi\), and the point \(\pm \ln R + i\varphi(\theta)\) is mapped onto the point \(\pm \ln 2 + i\theta\).

Examples 1 and 4 imply that the mapping \(\zeta_2 = \psi(\zeta_1)\) can be constructed in such a way, that it characteristic satisfies \(p(\zeta_1, \zeta_2) \leq Q\), where \(Q\) is some constant.

Now, in order to get the desired mapping, it remains to map \(R_2\) onto \(\{1/2 < |z| < 2, |\text{arg}\ z < \pi\}\) by means of the function \(z = e^{i\zeta_2}\), and to observe that the function \(z = z(\zeta) = \exp(\psi(\ln \zeta))\) remains univalent and continuous on the negative radius of the annulus \(\{1/R < |\zeta| < R\}\). Our mapping of the Riemann surface \(W\) onto \(\{1/2 < |z| < 2\}\) is obtained as a composition of mapping out of which all mappings, except the mapping \(\zeta_2 = \psi(\zeta_1)\), were conformal. Hence, \(p(w, z) = p(\zeta_1, \zeta_2) \leq Q\).

3. The Teichmüller theorem

In this section we prove the following theorem.

**Theorem 3.1 (O. Teichmüller).** Let \(w = w(z) = u(z) + iv(z)\) be a homeomorphic mapping of the complex \(z\)-plane onto \(|w| < R \leq \infty\), which is quasiconformal for \(|z| \geq r_0\), and

\[
\int_{|z| \geq r_0} \{p(re^{i\varphi}, w) - 1\} \frac{d\varphi}{r} < \infty.
\]

Then \(R\) is necessarily equal to \(\infty\) and the limit

\[
\lim_{z \to \infty} \frac{|w(z)|}{|z|} = A, \quad 0 < A < \infty,
\]

exists as a finite positive limit.

We introduce some notation. Let

\[
h(t) = \int_{|z| \geq t} \{p(re^{i\varphi}, w) - 1\} \frac{d\varphi}{r}, \quad t \geq r_0.
\]

The inequality (3.1) implies that \(h(t)\) has finite values and monotonically tends to 0 as \(t \to \infty\). Let \(z = re^{i\varphi}, w = pe^{i\theta}\), and let \(d\sigma(z)\) be the area differential at \(z\). We can rewrite the condition (3.1) in the following way:

\[
\int_{|z| \geq r_0} \{p(z, w) - 1\} d\sigma(\ln z) = \int_{|z| \geq r_0} \frac{p(z, w) - 1}{|z|^2} d\sigma(z) < \infty.
\]

The circle \(|w| = \rho\) corresponds to a piecewise smooth closed Jordan curve \(\Gamma_{\rho}\) in the \(z\)-plane. It is clear that if \(\rho_0\) is sufficiently large, then for \(\rho \geq \rho_0\) the curve \(\Gamma_{\rho}\) lies in \(\{|\sigma| < \infty\}\), contains the point \(z = 0\) in its interior, and the increment of \(\arg z\) over \(\Gamma_{\rho}\) is equal to \(2\pi\). Let

\[
r_1(\rho) = \min_{z \in \Gamma_{\rho}} |z|, \quad r_2(\rho) = \max_{z \in \Gamma_{\rho}} |z|, \quad \omega(\rho) = \ln \frac{r_2(\rho)}{r_1(\rho)}.
\]
7. APPLICATIONS OF RIEMANN SURFACES TO VALUE DISTRIBUTION

It is easy to see that \( r_1(\rho) \) and \( r_2(\rho) \) are continuous functions, which tend monotonically to \( \infty \) as \( \rho \to \infty \). In fact, the regions \( G_\rho, \rho > \rho_0 \), which are the images of the discs \( \{ |w| < \rho \} \) under the mapping \( z = z(w) \), contain \( z = 0 \) and exhaust \( \{ |z| < \infty \} \). Therefore, for each disc \( \{ |z| \leq r \} \), if \( \rho \) is sufficiently large, the region \( G_\rho \) contains the disc, hence \( r_2(\rho) \geq r_1(\rho) \to \infty \). The continuity of the functions \( r_1(\rho) \) and \( r_2(\rho) \) follows immediately from the continuity of the mapping \( z = z(w) \).

The proof of the theorem is rather long. Therefore we start with an outline of its plan, and divide the proof into steps. First we show that \( R = \infty \) (Step I). Then (3.2) is equivalent to the relation

\[
(3.2') \quad \lim_{w \to \infty} \frac{\rho}{|w|} = B, \quad 0 < B = 1/A < \infty.
\]

To prove (3.2’) it suffices to establish that

\[
\lim_{\rho \to \infty} \frac{r_1(\rho)}{\rho} = \lim_{\rho \to \infty} \frac{r_2(\rho)}{\rho} = B.
\]

We prove the existence of a finite limit \( \lim_{\rho \to \infty} \frac{r_1(\rho)}{\rho} \) using the Bolzano–Cauchy criterion. Let \( \rho_2 > \rho_1 \geq \rho \). We need to estimate the difference

\[
Q(\rho_1, \rho_2) = \ln \frac{r_1(\rho_2)}{\rho_2} - \ln \frac{r_1(\rho_1)}{\rho_1} = \ln \frac{r_1(\rho_2)}{r_1(\rho_1)} - \ln \frac{\rho_2}{\rho_1}
\]

both from below and from above. Such estimates will be found in Step II of the proof. In order to show that \( Q(\rho_1, \rho_2) \) tends to 0 as \( \rho_1 \to \infty \), we need to show that \( \omega(\rho) \to 0 \) as \( \rho \to \infty \). The proof of this fact is the contents of Step III, the most complicated step in the proof. In the final Step IV, using the fact that \( \omega(\rho) \to 0 \) as \( \rho \to \infty \) and the estimates for \( Q(\rho_1, \rho_2) \) found in Step II, we prove the existence of the limit \( \lim_{\rho \to \infty} \frac{r_2(\rho)}{\rho} = B \), and also the existence of the limit

\[
\lim_{\rho \to \infty} \frac{r_2(\rho)}{\rho} = \lim_{\rho \to \infty} e^{\omega(\rho)} \frac{r_1(\rho)}{\rho} = B.
\]

Now we turn to the proof.

**Step I.** We show that \( R = \infty \). Let \( r' \) be so large that \( r' \geq r_0 \), and the image of the disc \( \{ |z| < r' \} \) under the mapping \( w = w(z) \) contains the point \( w = 0 \). Denote by \( D \) the image of the region \( \{ r' < |z| < \infty \} \) under this mapping. If we assume that \( R < \infty \), we get that

\[
K = \iint_D \frac{d\rho \, d\theta}{\rho} = \iint_D d\sigma(w) = \iint_{|z|>r'} \frac{d\sigma(\ln w)}{d\sigma(\ln z)} d\sigma(\ln z) < \infty.
\]

Since the increment of \( \arg w(z) \) as \( z \) runs over the circle \( \{ |z| = r \}, \ r > r' \), is equal to \( 2\pi \), we have

\[
2\pi \leq \int_{|z|=r} |d\ln w(z)| = \int_{|z|=r} \left| \frac{d\ln w}{d\ln z} \right| d\phi = \int_{|z|=r} \left| \frac{z}{w} \right| \left| \frac{dw}{dz} \right| d\phi.
\]

We divide both sides of this inequality by \( r \) and integrate with respect to \( r \) from \( r' \) to \( r'' > r' \). We get the inequality

\[
2\pi \ln \frac{r''}{r'} \leq \iint_{r'<|z|<r''} \left| \frac{z}{|w|} \right| \left| \frac{dw}{dz} \right| d\sigma(\ln z).
\]
From (2.9) we get that
\[ \left| \frac{z}{w} \right| \frac{dw}{dz} \leq \left| \frac{z}{w} \right| \max \left| \frac{dw}{dz} \right| = \left| \frac{z}{w} \right| \sqrt{p(z,w)J[w(z)]} = \sqrt{p(z,w) \frac{d\sigma(ln w)}{d\sigma(ln z)}}. \]

The inequality (3.3) implies
\[ a = \text{the order of the points on the curve is } a,c,d,b. \]

Suppose that the points d and \( \zeta = \pi \) some interval of length 2π tend to \( R \to \infty \), but the right-hand side remains bounded. Thus \( R = \infty \).

Step II. The purpose of this step is to get estimates of the quantity \( Q(\rho_1,\rho_2) \) in terms of \( \omega(\rho) \) and \( h(\rho) \). We fix the value of \( \ln z \) at some point \( A \in \Gamma_\rho \), and map \( \Gamma_\rho \) onto some curve \( \gamma_\rho \) in the \( \zeta \)-plane by the branch of \( \ln z \) which is continuous on \( \Gamma_\rho \) (that is, such that the function \( \ln z(\rho e^{i\theta}) \) is continuous as a function of \( \theta \) on some interval of length 2π). The point \( A \) will correspond to the ends of the curve \( \gamma_\rho \): \( \zeta = a \) and \( \zeta = b, b-a = 2\pi i \). If \( \zeta = \xi + i\eta \), then
\[ \max_{\zeta \in \gamma_\rho} \xi = \ln r_1(\rho), \quad \max_{\zeta \in \gamma_\rho} \xi = \ln r_2(\rho). \]

Denote by \( c \) and \( d \) some points on \( \gamma_\rho \) for which
\[ \text{Re } c = \ln r_1(\rho), \quad \text{Re } d = \ln r_2(\rho). \]

Suppose that the points \( c \) and \( d \) are located on the curve \( \gamma_\rho \) in such a way that the order of the points on the curve is \( a, c, d, b \) (we do not exclude the possibilities \( a = c \) and \( d = b \)). We map the part of the curve \( \gamma_\rho \) located between the points \( c \) and \( d \) symmetrically with respect to the line \( \text{Re } \zeta = \ln r_1(\rho) \), and shift to the left onto \( 2(\ln r_2(\rho) - \ln r_1(\rho)) = 2\omega(\rho) \) the part of the curve \( \gamma_\rho \) located between the points \( d \) and \( b \). We get a continuous curve \( \gamma'_\rho \) with ends at the points \( \zeta = a \) and \( \zeta = b - 2\omega(\rho) = a - 2\omega(\rho) + 2\pi i \). Hence the length of the curve \( \gamma'_\rho \) is at least \( \sqrt{4\pi^2 + 4\omega^2(\rho)} \). But the length of the curve \( \gamma_\rho \) is the same as the length of the
Applying the Cauchy-Buniakowsky inequality we get
\[
2\sqrt{\pi^2 + \omega^2(\rho)} \leq \int_{\gamma_\rho} |d\zeta| = \int_{\Gamma_\rho} |d\ln z| = \int_{|w| = \rho} \left| \frac{d\ln z}{d\ln w} \right| d\ln w = \int_0^{\pi} \left| \frac{d\ln z}{d\ln w} \right| d\theta.
\]
Applying the Cauchy-Buniakowsky inequality we get
\[
2\pi + \frac{2\omega^2(\rho)}{\pi} \leq \int_0^{2\pi} \left| \frac{d\ln z}{d\ln w} \right|^2 d\theta,
\]
from where, dividing by \(\rho\) and integrating with respect to \(\rho\) from \(\rho_1\) to \(\rho_2\), \(\rho_0 \leq \rho_1 < \rho_2 < \infty\), we get
\[
2\pi \ln \frac{\rho_2}{\rho_1} + \frac{2}{\pi} \int_{\rho_1}^{\rho_2} \frac{\omega^2(\rho)}{\rho} d\rho \leq \int_{\rho_1}^{\rho_2} \int_0^{2\pi} \left| \frac{d\ln z}{d\ln w} \right|^2 \frac{d\rho d\theta}{\rho}.
\]
By (2.9) we get
\[
\left| \frac{d\ln z}{d\ln w} \right|^2 \leq \frac{w^2}{z^2} \max \left| \frac{dz}{dw} \right|^2 = \frac{w^2}{z^2} p(w, z) J[z(w)] = p(z, w) \frac{d\sigma}{d\sigma}(\ln w).
\]
Thus, we have
\[
\int_{\rho_1}^{\rho_2} \int_0^{2\pi} p(z, w) \frac{d\sigma}{d\sigma}(\ln z) d\sigma d\theta = 2\pi \ln \frac{\rho_2}{\rho_1} + \frac{2}{\pi} \int_{\rho_1}^{\rho_2} \frac{\omega^2(\rho)}{\rho} d\rho.
\]
But
\[
\int_{\rho_1}^{\rho_2} \int_0^{2\pi} p(z, w) \frac{d\sigma}{d\sigma}(\ln z) \frac{d\sigma}{d\sigma}(\ln w) \leq \int_{r_1(\rho_1) \leq |z| \leq r_2(\rho_2)} p(z, w) d\sigma(\ln z)
\]
\[
= \int_{r_1(\rho_1) \leq |z| \leq r_2(\rho_2)} \{p(z, w) - 1\} d\sigma(\ln z) + \int_{r_1(\rho_1) \leq |z| \leq r_2(\rho_2)} d\sigma(\ln z)
\]
\[
\leq \int_{r_1(\rho_1) \leq |z| < \infty} \{p(z, w) - 1\} d\sigma(\ln z) + 2\pi \ln \frac{r_2(\rho_2)}{r_1(\rho_1)}
\]
\[
= h(r_1(\rho_1)) + 2\pi \left( \ln \frac{r_2(\rho_2)}{r_1(\rho_1)} + \omega(\rho_2) \right),
\]
Substituting this inequality into (3.5) we get
\[
\ln \frac{r_1(\rho_2)}{r_1(\rho_1)} + \omega(\rho_2) + \frac{1}{2\pi} h(r_1(\rho_1)) \geq \ln \frac{\rho_2}{\rho_1} + \frac{1}{\pi^2} \int_{\rho_1}^{\rho_2} \frac{\omega^2(\rho)}{\rho} d\rho,
\]
that is,
\[
Q(\rho_1, \rho_2) \geq \frac{1}{\pi^2} \int_{\rho_1}^{\rho_2} \frac{\omega^2(\rho)}{\rho} d\rho - \omega(\rho_2) - \frac{1}{2\pi} h(r_1(\rho_1))
\]
\[
\geq -\omega(\rho_2) - \frac{1}{2\pi} h(r_1(\rho_1)).
\]
Denote the function \(h(r_1(\rho))\), \(\rho_0 \leq \rho < \infty\), by \(h_1(\rho)\). It is clear that the function \(h_1(\rho)\) monotonically tends to zero as \(\rho \rightarrow \infty\).

Assume that \(r_1(\rho_2) > r_2(\rho_1)\). Letting \(r'' = r_1(\rho_2)\) and \(r' = r_2(\rho_1)\) in (3.4) and taking into account
\[
\int r_2(\rho_1) < |z| < r_1(\rho_2) \frac{d\sigma}{d\sigma}(\ln w) \frac{d\sigma}{d\sigma}(\ln z) \leq \int_{|w| < r_2(\rho_1)} \frac{d\sigma}{d\sigma}(\ln w) = 2\pi \ln \frac{\rho_2}{\rho_1},
\]
we find that

$$\left( 2\pi \ln \frac{r_1(\rho_2)}{r_2(\rho_1)} \right)^2 \leq 2\pi \ln \frac{\rho_2}{\rho_1} \left\{ h(r_2(\rho_1)) + 2\pi \ln \frac{r_1(\rho_2)}{r_2(\rho_1)} \right\}$$

$$\leq 2\pi \ln \frac{\rho_2}{\rho_1} \left\{ h_1(\rho_1) + 2\pi \ln \frac{r_1(\rho_2)}{r_2(\rho_1)} \right\}.$$ 

$$2\pi \ln \frac{\rho_2}{\rho_1} \geq \frac{\left( 2\pi \ln \frac{r_1(\rho_2)}{r_2(\rho_1)} \right)^2}{2\pi \ln \frac{r_1(\rho_2)}{r_2(\rho_1)} + h_1(\rho_1)} \geq 2\pi \ln \frac{r_1(\rho_2)}{r_2(\rho_1)} - h_1(\rho_1),$$

(3.8) \quad \ln \frac{\rho_2}{\rho_1} \geq \ln \frac{r_1(\rho_2)}{r_2(\rho_1)} - \frac{1}{2\pi} h_1(\rho_1) = \ln \frac{r_1(\rho_2)}{r_1(\rho_1)} - \omega(\rho_1) - \frac{1}{2\pi} h_1(\rho_1),$

that is,

(3.9) \quad Q(\rho_1, \rho_2) \leq \omega(\rho_1) + \frac{1}{2\pi} h_1(\rho_1).$

It is clear that the inequality (3.9) remains true even when $r_1(\rho_2) \leq r_2(\rho_1)$. The inequalities (3.7) and (3.9) imply that for arbitrary $\rho_1$ and $\rho_2$ satisfying $\rho_0 \leq \rho_1 \leq \rho_2 < \infty$, the inequality

(3.10) \quad |Q(\rho_1, \rho_2)| \leq \max\{\omega(\rho_1), \omega(\rho_2)\} + \frac{1}{2\pi} h_1(\rho_1)$

holds. Thus we have achieved the main purpose of Step II.

**Step III.** Now we show that $\omega(\rho) \to 0$ as $\rho \to \infty$. First we observe that (3.6) and (3.8) imply the inequality

(3.11) \quad \omega(\rho_2) + \omega(\rho_1) \geq \frac{1}{\pi^2} \int_{\rho_1}^{\rho_2} \frac{\omega^2(\rho)}{\rho} d\rho - \frac{1}{\pi} h_1(\rho_1),$ 

for all $\rho_1, \rho_2$, satisfying $\rho_0 \leq \rho_1 \leq \rho_2 < \infty$. Let $\rho \geq \max(\rho_0, 2)$. We introduce the following notation:

$$\tau_1(\rho) = \min_{\sqrt{\rho} \leq \xi \leq \rho} \left\{ 2\omega(x) - \frac{1}{\pi^2} \int_{\xi}^{\rho} \frac{\omega^2(t)}{t} dt \right\}$$

$$= 2\omega(\rho_1) - \frac{1}{\pi^2} \int_{\rho_1}^{\rho} \frac{\omega^2(t)}{t} dt, \sqrt{\rho} \leq \rho_1 \leq \rho,$$

(3.12) 

$$\tau_2(\rho) = \min_{\rho \leq \xi \leq \rho \sqrt{\rho}} \left\{ 2\omega(x) - \frac{1}{\pi^2} \int_{\rho}^{\xi} \frac{\omega^2(t)}{t} dt \right\}$$

$$= 2\omega(\rho_2) - \frac{1}{\pi^2} \int_{\rho}^{\rho_2} \frac{\omega^2(t)}{t} dt, \rho \leq \rho_2 \leq \rho \sqrt{\rho}.$$ 

(3.13)
We rewrite the inequality (3.11), where $\rho_1$ and $\rho_2$ are the numbers defined in (3.12) and (3.13), in the following way:

$$
\omega(\rho_1) + \omega(\rho_2) \leq \left\{ 2\omega(\rho_2) - \frac{1}{\pi^2} \int_{\rho}^{\rho_2} \frac{\omega^2(t)}{t} dt \right\} + \left\{ 2\omega(\rho_1) - \frac{1}{\pi^2} \int_{\rho_1}^{\rho} \frac{\omega^2(t)}{t} dt \right\} + \frac{1}{\pi} h_1(\rho_1)
$$

(3.14)

Now we estimate $\tau_1(\rho)$ and $\tau_2(\rho)$. Let

$$
\alpha(x, \rho) = \text{sign}(x - \rho) \frac{1}{\pi^2} \int_{\rho}^{x} \frac{\omega^2(t)}{t} dt.
$$

Assume that $\rho \sqrt{\rho} \geq x \geq \rho$ and $\tau_2(\rho) > 0$. Then (3.13) implies that

$$
2\omega(x) \geq \alpha(x, \rho) + \tau_2(\rho),
$$

whence

$$
\frac{1}{2} \ln \rho = \int_{\rho}^{\rho \sqrt{\rho}} \frac{dx}{x} \leq 4\pi^2 \int_{\rho}^{\rho \sqrt{\rho}} \frac{d\alpha(x, \rho)}{\alpha(x, \rho) + \tau_2(\rho)} \leq 4\pi^2 \int_{\alpha=0}^{\infty} \frac{d\alpha}{\{\alpha + \tau_2(\rho)\}^2} = \frac{4\pi^2}{\tau_2(\rho)},
$$

(3.15)

The inequality (3.15) remains true for $\tau_2(\rho) \leq 0$. In a similar way we treat the case when $\sqrt{\rho} \leq x \leq \rho$ and $\tau_1(\rho) > 0$. In this case (3.12) implies that

$$
2\omega(x) \geq \tau_1(\rho) + \alpha(x, \rho),
$$

whence

$$
\frac{1}{2} \ln \rho = \int_{\sqrt{\rho}}^{\rho} \frac{dx}{x} \leq 4\pi^2 \int_{\sqrt{\rho}}^{\rho} \frac{d\{-\alpha(x, \rho)\}}{\tau_1(\rho) + \alpha(x, \rho)} \leq 4\pi^2 \int_{\beta=-\infty}^{0} \frac{d\beta}{\{\tau_1(\rho) - \beta\}^2} = \frac{4\pi^2}{\tau_1(\rho)},
$$

(3.16)

The last inequality, obviously, holds also when $\tau_1(\rho) \leq 0$. Substituting (3.15) and (3.16) into (3.14) we get

$$
\omega(\rho_1) + \omega(\rho_2) \leq \frac{16\pi^2}{\ln \rho} + \frac{1}{\pi} h_1(\rho_1).
$$

(3.17)
Let \( \eta > \max\{\omega(\rho_1), \omega(\rho_2)\} \), the choice of \( \eta \) will make more precise later. Denote by \( E \) the set of \( t, \rho_1 \leq t \leq \rho_2 \), for which \( \omega(t) > \eta \), and by \( \Delta \) the logarithmic measure of this set. The inequalities (3.11) and (3.17) imply that

\[
\frac{16\pi^2}{\ln \rho} + \frac{1}{\pi} h_1(\rho_1) \geq \frac{1}{\pi} \int_\rho^{\rho_2} \frac{\omega^2(\rho)}{\rho} d\rho - \frac{1}{\pi} h_1(\rho_1) \\
\geq \frac{\eta^2}{\pi} \int_E \frac{d\rho}{\rho} - \frac{1}{\pi} h_1(\rho_1) = \frac{\eta^2}{\pi^2} \Delta - \frac{1}{\pi} h_1(\rho_1),
\]

\[
\frac{\eta^2}{\pi^2} \Delta \leq \frac{16\pi^2}{\ln \rho} + \frac{2}{\pi} h_1(\rho_1) \leq \frac{16\pi^2}{\ln \rho} + \frac{2}{\pi} h_1(\sqrt{\rho}),
\]

(3.18)

\[
\Delta \leq \frac{16\pi^4}{\eta^2 \ln \rho} + \frac{2\pi}{\eta^2} h_1(\sqrt{\rho}).
\]

Assume that \( \omega(\rho) > \eta \) and that \( (\rho', \rho'') \) is the component of the set \( E \) containing \( \rho \). Then \( \rho_1 < \rho' < \rho < \rho'' < \rho_2 \), \( \omega(\rho') = \omega(\rho'') = \eta \). The inequality (3.18) implies that

\[
\ln \frac{\rho''}{\rho'} \leq \Delta \leq \frac{16\pi^4}{\eta^2 \ln \rho} + \frac{2\pi}{\eta^2} h_1(\sqrt{\rho}).
\]

It is clear that

\[
\omega(\rho) \leq \ln \frac{r_2(\rho'')}{r_1(\rho')} = \ln \frac{r_1(\rho'')}{r_1(\rho')} + \omega(\rho'') = \ln \frac{r_1(\rho'')}{r_1(\rho')} + \eta.
\]

Replacing in (3.8) \( \rho_1 \) and \( \rho_2 \) by \( \rho' \) and \( \rho'' \), respectively, we get

\[
\ln \frac{r_1(\rho'')}{r_1(\rho')} \leq \omega(\rho') + \ln \frac{\rho''}{\rho'} + \frac{1}{2\pi} h_1(\rho') \leq \eta + \ln \frac{\rho''}{\rho'} + \frac{1}{2\pi} h_1(\sqrt{\rho}).
\]

The inequalities (3.19), (3.20), and (3.21) imply that

\[
\omega(\rho) \leq 2\eta + \frac{1}{\eta^2} \left\{ \frac{16\pi^4}{\ln \rho} + 2\pi h_1(\sqrt{\rho}) \right\} + \frac{1}{2\pi} h_1(\sqrt{\rho}).
\]

(3.22)

It is clear that the inequality (3.22) holds also when \( \omega(\rho) \leq \eta \). Now we choose \( \eta \) in such a way that the right-hand side of the inequality (3.22) takes the least possible value. If \( A > 0 \), then the function \( 2\eta + A\eta^{-2} \), for positive \( \eta \) takes the least value \( 2\sqrt{A} \), achieved for \( \eta = \sqrt{A} \). We should let

\[
\eta = \sqrt{\frac{16\pi^4}{\ln \rho} + 2\pi h_1(\sqrt{\rho})},
\]

(3.23)

we have right to do so if the inequality \( \eta > \max\{\omega(\rho_1), \omega(\rho_2)\} \) holds. But the inequality (3.17) implies that it is sufficient that the inequality

\[
\frac{16\pi^2}{\ln \rho} + \frac{1}{\pi} h_1(\sqrt{\rho}) < \sqrt{\frac{16\pi^4}{\ln \rho} + 2\pi h_1(\sqrt{\rho})}
\]

holds, it is obviously the case when the expression under the radical sign is less than 1, that is, when \( \rho > \bar{\rho} \), where \( \bar{\rho} \geq \max(\rho_0^2, 2) \) is sufficiently large. Thus for \( \rho > \bar{\rho} \) we choose \( \eta \) according to (3.23), substituting it into (3.22), we get

\[
\omega(\rho) \leq \sqrt{\frac{16\pi^4}{\ln \rho} + 2\pi h_1(\sqrt{\rho})} + \frac{1}{2\pi} h_1(\sqrt{\rho}),
\]
whence $\omega(\rho) \to 0$ as $\rho \to \infty$.

Now we can complete the proof.

**Step IV.** Let again $\rho_1$ and $\rho_2$ be arbitrary numbers satisfying $\rho_0 \leq \rho_1 \leq \rho_2 < \infty$. We see that the right-hand side of the inequality (3.10) tends to 0 as $\rho_1 \to \infty$, $\rho_2 \geq \rho_1$. By the Bolzano–Cauchy criterion there exists a finite limit

$$\lim_{\rho \to \infty} \ln \frac{r_1(\rho)}{\rho} = B = e^{\alpha},$$

that is, there exists the limit

$$\lim_{\rho \to \infty} \frac{r_1(\rho)}{\rho} = B = e^{\alpha}, \ 0 < B < \infty.$$ 

Since

$$r_2(\rho) = \frac{r_1(\rho)}{\rho} e^{\omega(\rho)} \to B, \ \rho \to \infty,$$

we have

$$\lim_{w \to \infty} \frac{|z(w)|}{|w|} = B,$$

from where the equality (3.2) with $A = 1/B$ follows.

**4. Riemann surfaces of the class $F_q$ and line complexes**

Surfaces of the so-called class $F_q = F_q(a_1, a_2, \ldots, a_q)$ have a particularly simple structure among all Riemann surfaces. Let us describe this class. Let $a_1, \ldots, a_q$ be distinct $q \geq 2$ points in the extended complex $w$-plane, and let $L$ be a closed Jordan curve passing through the points $a_1, \ldots, a_q$. Without loss of generality we assume, for simplicity of the description, that $a_j \neq \infty$, $1 \leq j \leq q$, and $L$ does not pass through $w = \infty$. We assume that the points $a_j$ are labelled in such a way that they are arranged on $L$ according to the positive orientation, $a_{q+1} = a_1$, $a_q = a_0$.

The curve $L$ divides the extended $w$-plane into two simply connected regions: the interior $H_l$ and the exterior $H_e$, which will be called half-sheets. The part of the closed Jordan curve $L$ lying between the points $a_j$ and $a_{j+1}$, excluding these points, will be denoted by $L_j$. The regions obtained from the closed regions $H_l$ and $H_e$ after removal of the points $a_j$ will be denoted by $H_l^c$ and $H_e^c$, respectively.

Consider a Riemann surface $F_0$ consisting of a finite or countable set of half-sheets, which are “pasted” in such a way that for each half-sheet $H_i(H_e)$ and each arc $L_j$, $1 \leq j \leq q$, there is a half-sheet $H_e(H_i)$ which is pasted with a given half-sheet along the arc $L_j$ (that is, the points of $L_j$ from the half-sheets $H_l^c$ and $H_e^c$ are identified).

We fix some point $a \in H_l$ and some point $b \in H_e$. Denote by $C_j$ a Jordan arc joining the points $a$ and $b$ in the extended complex $w$-plane and intersecting the curve $L$ only at one point lying on $L_j$. Besides, we require that the curves $C_j$, $1 \leq j \leq q$ intersect each other at the ends $a$ and $b$ only. Let $\tilde{a}$ and $\tilde{b}$ be points from $F_0$ that project to $a$ and $b$, respectively, and let $\tilde{C}_j$ be curves whose projections are $C_j$. It is clear that the disjoint curves $\tilde{C}_j$ establish a one-to-one correspondence between their ends $\tilde{a}$ and $\tilde{b}$. As a result, for fixed $j$, we get a one-to-one correspondence between the points $\tilde{a}$ and and the points $\tilde{b}$. It follows that the (finite or countable) numbers of half-sheets $H_i$ and $H_e$ in $F_0$ are the same. For
uniformity of notation we denote the half-sheets contained in $F_0$, whose projections are $H_i$ and $H_e$, by $\tilde{H}_i$ and $\tilde{H}_e$, respectively.

Consider the open set in $F_0$ whose projection is the region $D_j$, bounded by the curves $C_{j-1}$ and $C_j$ ($1 \leq j \leq q$, $C_0 = C_q$, $C_{q+1} = C_1$) and containing the point $a_j$. This set is decomposed into connected components $\tilde{D}^{(k)}_j$ which can be finite-sheeted or infinite-sheeted. If a component $\tilde{D}^{(k)}_j$ is $n$-sheeted, $1 \leq n < \infty$, then the part of its boundary whose projection is $C_{j-1} \cup C_j$ is a closed Jordan curve consisting of $n$ arcs $\tilde{C}_j$ and $n$ arcs $\tilde{C}_{j-1}$, which are alternating as we go around the Jordan curve.

It is clear that the function $z = \left(\frac{w - a_j}{w - b_j}\right)^{1/n}$, $b_j \notin \tilde{D}_j$, maps $\tilde{D}^{(k)}_j$ bijectively onto some doubly-connected region in the $z$-plane, whose boundary consists of some closed Jordan curve and the point $z = 0$. If we add to $\tilde{D}^{(k)}_j$ (and $F_0$) a point whose projection is $a_j$, then $\tilde{D}^{(k)}_j$ becomes a simply connected one-sheeted region if $n = 1$, and it becomes a simply connected neighborhood of an algebraic ramification point of order $n - 1$, whose projection coincides with $a_j$. We denote by $F'_0$ the surface $F_0$ complemented in the described way by algebraic ramification points. If the component $\tilde{D}^{(k)}_j$ is infinite-sheeted, then the part of its boundary whose projection coincides with $C_{j-1} \cup C_j$ is an open Jordan curve consisting of infinitely many arcs $\tilde{C}_j$ and $\tilde{C}_{j-1}$, which are alternating as we go around the Jordan curve. It is easy to see that the function $z = \ln\{(w - a_j)/(w - b_j)\}$, $b_j \notin \tilde{D}_j$, maps $\tilde{D}^{(k)}_j$ bijectively onto some simply connected region in the $z$-plane, which is lying to the left of some open Jordan arc located in a vertical strip and such that $\text{Im } z \to +\infty$ and $\text{Im } z \to -\infty$ as $z$ moves along the curve in one or the other direction. It is clear that $\tilde{D}^{(k)}_j$ is a neighborhood of a logarithmic ramification point of the surface $F_0$ (and $F'_0$) whose projection is $a_j$.

If the surface $F'_0$ is simply connected, we say that $F'_0$ belongs to the class $F_q$.

It is clear that the condition $\infty \notin L$ was imposed only for the sake of simplicity of the verbal description of the construction of surfaces of the class $F_q$. If $\infty \in L$, then, to define $H_i$ and $H_e$, we need only to orient the curve $L$ beforehand, and writing the functions mapping $\tilde{D}^{(k)}_j$ take into account the possibility of $a_j = \infty$.

The curve $L$ will be called a base curve, and the points $a_1, \ldots, a_q$ will be called base points.

Finite-sheeted surfaces $F'_0$ are obviously closed and, if they belong to the class $F_q$, they have genus zero. It is easy to see that, conversely, each closed Riemann surface of genus zero belongs to the class $F_q$. In fact, a closed Riemann surface $F$ of genus zero is topologically equivalent to the extended complex plane and hence is simply connected. We draw a closed Jordan curve $L$ through the projections $a_1, \ldots, a_q$ of the algebraic ramification points, and then make cuts of $F$ along all curves whose projections are in $L$. The surface $F$ decomposes into a finite number of simply connected regions which will play the role of half-sheets $\tilde{H}_i$ and $\tilde{H}_e$. It is easy to see that in order to reconstruct the surface $F$ from these half-sheets we have to paste the half-sheets $\tilde{H}_i$ and $\tilde{H}_e$ in the same way as it was done in the description of surfaces from $F_q$.

Open simply connected Riemann surfaces do not have to belong to a class $F_q$. Take, for example, the Riemann surface corresponding to the function $w = e^z - z$. 
The derivative of this entire function has zeros of order one at the points $z_k = 2k\pi i$, $k = 0, \pm 1, \pm 2, \ldots$, hence the Riemann surface has algebraic ramification points of the first order, whose projections are the points $w_k = 1 - 2k\pi i$. Since the set of all such points $w_k$ is infinite, the surface cannot belong to the class $F_q$. It is easy to see that if an open surface $F$ of parabolic type belongs to the class $F_q$, then the mapping meromorphic function $w = f(z)$ can have multiple $a$-points or have $a$ as an asymptotic value only when $a$ is one of the base points. In this case asymptotic spots of $f(z)$ correspond bijectively to logarithmic branch points of $F$.

Let us show that, conversely, if a meromorphic in \{\( |z| < \infty \)\} function $w = f(z)$ has multiple $a$-points or asymptotic values $a$ only for a finite set $a = a_1, \ldots, a_q$, then the Riemann surface $F$ corresponding to the function $f(z)$ belongs to the class $F_q(a_1, \ldots, a_q)$.

Let $\Delta$ be an arbitrary simply connected region in the extended $w$-plane which does not contain the points $a_1, \ldots, a_q$. Let $w_0 \in \Delta$, and let $K$ be an arbitrary continuous curve lying in $\Delta$ and having $w_0$ as its starting point. We show that an arbitrary analytic element $z = P_j(w, w_0)$ of the function $z = f^{-1}(w)$ centered at the point $w_0$ admits an analytic continuation along the curve $K$. Suppose that $P_j(w, w_0)$ has an analytic continuation up to the point $w_1 \in K$, excluding the point $w_1$. Let $K_1$ be the part of the curve $K$ between $w_0$ and $w_1$. Let $q_{1}$ be the whole of the curve $K$ between $w_0$ and $w_1$, $K_{1} : w = w(t), 0 \leq t < 1$, $w(0) = w_0, w(1) = w_1$, we denote by $K'_1$ the curve $K_1$ without the point $w_1$, $K'_1 : w = w(t), 0 \leq t < 1$. Let $Q : z = z(t), 0 \leq t < 1$ be the continuous curve in \{\( |z| < \infty \)\} corresponding to $K'_1$ under the mapping based on the analytic continuation of $z = P_j(w, w_0)$. It is obvious that $f(z(t)) \rightarrow w_1 \in \Delta$ as $t \rightarrow 1$.

Suppose that the function $z = z(t)$ has at least two limit points in the extended $z$-plane as $t \rightarrow 1$. Denote one of them by $z_0, z_0 \neq \infty$. It is clear that $f(z_0) = w_1$. Then $f(z) \neq w_1$ if $z$ is in a sufficiently small neighborhood of $z_0$ and $z \neq z_0$. Let $\eta > 0$ be so small that the circle $\{ |z - z_0| = \eta \}$ is contained in this neighborhood and at least one of the limit points of $z(t)$ is outside the circle. The curve $Q$ intersects the circle $\{ |z - z_0| = \eta \}$ infinitely many times. Hence there exists a sequence $t_n \rightarrow 1$ such that $z(t_n) \rightarrow z_1, |z(t_n) - z_0| = \eta$. Then $f(z_1) = w_1$, we get a contradiction with the condition that $f(z) \neq w_1$ on the circle $\{ |z - z_0| = \eta \}$. Hence the function $z(t)$ has a (finite or infinite) limit as $t \rightarrow 1$.

Let $z(t) \rightarrow z_0 \neq \infty$ as $t \rightarrow 1$. Then $f(z_0) = w_1$, moreover, $z_0$ is not a multiple $w_1$-point of the function $f(z)$, since otherwise the point $z_0$ would be mapped onto an algebraic ramification point on $F$, whose projection is $w_1 \neq a_j, 1 \leq j \leq q$. Since the function $f(z)$ is univalent in a sufficiently small neighborhood of the point $z_0$, continuing the element $P_j(w, w_0)$ along $K'_1$ we can continue it to the point $w_1 \in K_1$, getting an analytic element $P_j(w, w_1), P_j(w_1, w_1) = z_0$. We contradicts the assumption.

If $z(t) \rightarrow \infty$ as $t \rightarrow 1$, then the curve $Q$ is an asymptotic curve for the function $f(z)$, and $w_1$ is an asymptotic value, but again, it is impossible because $w_1 \neq a_j, 1 \leq j \leq q$.

Thus, we have shown that the analytic element $P_j(w, w_0)$ admits an analytic continuation along an arbitrary continuous curve in $\Delta$, hence, by the monodromy theorem (A.I. Markushevich [Ma77, Vol. 3, Ch.VIII.§40], S. Stoïlow [Sto62, Vol. 1, Ch. IV,§1.6]) the function obtained as a result of such analytic continuation is defined in the region $\Delta$ and is single valued in it. In other words, the set of points

\[\text{Or L. Ahlfors, Complex Analysis, Ch. 8, 1.6.}\]
of the Riemann surface $F$ which are projected into $\Delta$ decomposes into infinitely many one-sheeted regions, forming a complete covering of the region $\Delta$.

We draw a closed Jordan curve $L$ through the points $a_1, \ldots, a_q$. The curve $L$ divides the extended $w$-plane into two simply connected regions $H_i$ and $H_e$. One-sheeted regions on $F$ forming a complete covering of $H_i$ and $H_e$ make up half-sheets $\tilde{H}_i$ and $\tilde{H}_e$. Since for fixed $j$, $1 \leq j \leq q$, the region $H_i \cup L_j \cup H_e$ is also simply connected and the parts of the surface $F$ forming a complete covering of this region are one-sheeted, each half-sheet $\tilde{H}_i$ ($\tilde{H}_e$) is pasted along each the arc $\tilde{C}_j$ to one half-sheet $\tilde{H}_e$ ($\tilde{H}_i$). Hence the surface $F$ belongs to the class $F_q$.

The discussion above shows, in particular, that in the case when $F$ is a closed Riemann surface of genus zero or an open Riemann surface of parabolic type, then belonging of $F$ to the class $F_q$ does not depend on the choice of the base curve $L$, since we gave a complete characterization of mapping meromorphic functions which does not involve base curves. Similar conclusion can be derived for surfaces of hyperbolic type.

The Riemann surfaces corresponding to the functions (1) $w = e^z$ (base points $a_1 = 0, a_2 = \infty$); (2) $w = e^{-z}$ (base points $a_1 = 0, a_2 = 1, a_3 = \infty$); (3) $w = \sin z$ (base points $a_1 = -1, a_2 = 1, a_3 = \infty$) are examples of open Riemann surfaces from the class $F_q$.

Riemann surfaces of the class $F_q$ can be conveniently presented using so-called line complexes. By a line complex $B$ of order $q$, $2 \leq q < \infty$, we mean a connected set in the extended $z$-plane having the following properties:

(1) $B$ consists of a finite or countable set of Jordan arcs which are called edges, and their ends are called vertices. Two different edges can intersect at vertices only.

(2) All vertices are divided into two classes: internal and external. Each edge has, as its ends, one external vertex and one internal vertex.

(3) Edges are labelled using numbers from 1 to $q$. Each vertex is an end of $q$ edges, which are located around the edge according to their labels, the order is positive (anti-clockwise) if the vertex is interior and is negative if the vertex is exterior.

(4) If $B$ contains infinitely many vertices, then $B$ does not contain $\infty$ and $z = \infty$ is the only limit point of vertices.

Line complexes $B_1$ and $B_2$ are regarded as the same if one of them can be mapped onto the other by a homeomorphism of the extended $z$-plane, which maps edges to edges with the same label, internal vertices onto internal vertices, and external vertices onto external vertices.

The complement of $B$ in $\{ |z| \leq \infty \}$, if $B$ has a finite number of vertices, and the complement of $B$ in $\{ |z| < \infty \}$, if $B$ has infinitely many vertices, is an open set. Each component of this set is a region bounded by either a finite set of edges (elementary algebraic region), or by an infinite set of edges (elementary logarithmic region). By the condition (4) elementary logarithmic regions are unbounded. It is easy to see that when we go around an elementary region edges with labels $j - 1$ and $j$ ($1 \leq j \leq q$, the label 0 is equivalent to the label $q$, the label $q + 1$ is equivalent to the label 1) alternate. Such elementary region is called a $j$-region. It is clear that the boundary of an algebraic elementary region consists of an even number of edges. Conversely, it is easy to see that each Jordan curve on $B$, closed or approaching
z = ∞ and consisting of alternating edges with labels j − 1 and j is a boundary of a j-region.

Several edges with consecutive labels, having common ends lying in one internal and one external vertices form a so-called edge bundle. Clearly, two edges belonging to the same edge bundle and having labels j − 1 and j form a boundary of a digon.

Consider the class of Riemann surfaces \( F_q(a_1, \ldots, a_q) \) and fix a base curve \( L \). Now we describe a one-to-one correspondence between Riemann surfaces \( F \in F_q(a_1, \ldots, a_q) \) and line complexes \( B \).

1°. Let a Riemann surface \( F \in F_q \) be given. If \( F \) is open, we map it homeomorphically onto the complex \( z \)-plane, if \( F \) is closed, we map it homeomorphically onto the extended complex \( z \)-plane. Then the set of points on \( F \), whose projections are in \( \bigcup_{j=1}^{q} C_j \) is mapped onto a line complex \( B \), moreover, \( C_j \) are mapped onto edges with label \( j \), points \( a \) are mapped onto internal vertices, and points \( b \) are mapped onto external vertices. It is easy to check that the conditions (1)-(4) are satisfied. Hence we get a line complex. This complex is uniquely determined by \( F \) and by the base curve. In fact, if we chose points \( a' \in H_i, b' \in H_e \), and curves \( C_j', 1 \leq j \leq p \), differently, then, as is easy to see that it is possible to map the extended complex \( w \)-plane homeomorphically onto itself\(^6\) in such a way that the points \( a_j, 1 \leq j \leq p \), are fixed, \( L \) is mapped onto \( L, a' \) onto \( a, b' \) onto \( b \), and \( C_j' \) onto \( C_j \). If we map all half-sheets \( \hat{H}_i \) and \( \hat{H}_e \), and all curves \( \hat{L}_j \) using the same homeomorphism, the Riemann surface \( F \) will be mapped homeomorphically onto itself, moreover, points \( \hat{a}' \) will be mapped on \( \hat{a} \), point \( \hat{b}' \) will be mapped onto \( \hat{b} \), and curves \( \hat{C}_j \) will be mapped onto the curves \( C_j \). Hence the line complex \( B \), corresponding to the surface \( F \), does not depend on the choice of curves \( C_j \), and hence is uniquely determined by the surface \( F \). We would like to mention that there exist examples (see V.G. Tairova [Tai62, Tai64]) showing that with different choices of the base curve, the line complexes corresponding to the same Riemann surface \( F \in F_q \) can be different.

2°. Now suppose that we are given a line complex \( B \). Since we a given a base curve \( L \), the regions \( H_i \) and \( H_e \) are determined. We consider a one-to-one correspondence which maps each internal vertex of \( B \) onto a copy of the region \( H_i \) and each external vertex of \( B \) onto a copy of the region \( H_e \). We paste copies of \( H_i \) and \( H_e \) along the arc \( L_j, 1 \leq j \leq q \), if an only if the corresponding internal and external vertices are the ends of the same edge from \( B \) with label \( j \). By the property (3) of line complexes we get a Riemann surface \( F_0 \) (see above). As before, we can choose points \( a \in H_i, b \in H_e \), and curves \( C_j \), define regions \( \hat{D}_j^{(k)} \), and complement the surface \( F_0 \) to the surface \( F_0' \). Now we need to show that the surface \( F_0' \) is simply connected.

Mark in each algebraic j-region of the line complex \( B \) a point \( a_j' \); if the \( j \)-region is logarithmic, we place the corresponding point \( a_j' \) into the boundary point \( z = \infty \). Each edge with label \( j \) is contained in the boundary of one \( (j − 1) \)-region and one \( j \)-region. We join the corresponding points \( a_{j−1}' \) and \( a_j' \) by a Jordan arc \( l_j \) which

---

\(^6\)Here and later on we use the following fact, without mentioning it explicitly. A homeomorphic mapping between boundaries of two regions bounded by closed Jordan curves can be extended to a homeomorphic mapping between the regions. In the case when the regions are unit discs, the statement is obvious. The general case can be reduced to this special case by mapping the regions conformally onto the unit disc.
is contained in the union of the considered \((j - 1)\)-region and \(j\)-region, except for one point on the edge with label \(j\) and, possibly, the points \(a'_{j-1}\) and \(a'_j\), if one or both of them coincide with \(\infty\). We draw these Jordan arcs in such a way that they are pairwise disjoint, it is easy to see that it is always possible. Then the \(z\)-plane (the extended \(z\)-plane if the number of vertices is finite) is divided into regions \(S\), each of which contains one vertex, and its boundary consists of \(q\) Jordan curves \(l_j\) with ends at points \(a'_j\) and \(a'_{j+1}\), where, as the index increases, the points \(a'_1, \ldots, a'_q\) follow along the boundary in the positive direction if the vertex is internal, and in the negative direction if the vertex is external. We established a one-to-one correspondence between half-sheets \(\tilde{H}_i(\tilde{H}_e)\) of our surface \(F_0'\) and internal (external) vertices. We map homeomorphically each half-sheet \(\tilde{H}_i\) or \(\tilde{H}_e\) onto the region \(S\) containing the corresponding vertex in such a way that the mapping is continuous on the closure of these half-sheets, and in addition the boundary arcs \(\tilde{L}_j\) are mapped onto the arcs \(l_j\), and the points \(\tilde{a}_j\) on the boundary \(\tilde{H}_i\) or \(\tilde{H}_e\) are mapped onto the points \(a'_j\). Observe that a point \(a'_j\), corresponding to a point \(\tilde{a}_j \in F_0'\), lies inside an algebraic \(j\)-region. The constructed mapping \(F_0'\) onto the (possibly extended) \(z\)-plane is not, generally speaking, single valued on arcs \(\tilde{L}_j\), since when we map half-sheets \(\tilde{H}_i\) and \(\tilde{H}_e\), pasted along \(\tilde{L}_j\), we can map the same point from \(\tilde{L}_j\) onto two different points in the \(z\)-plane. However, using some additional topological transformations of the closed regions \(S\) we can eliminate this multivalence. In fact, regions \(S\) can be arranged into a (finite or infinite) sequence \(S_1, S_2, \ldots\) such that \(\tilde{S}_k\) has at least one common arc \(l_j\) with \(\bigcup_{j=1}^{k-1} \tilde{S}_j\). This is equivalent to writing the line complex as a sequence, such that each vertex with number \(k\) is joined with at least one of the vertices having smaller number by an edge. Since the line complex is connected, we can always choose such a sequence of vertices. No we subject \(S_2\) to an additional topological transformation, mapping \(\tilde{S}_2\) onto \(\tilde{S}_2\) in such a way that all points \(a'_j \in \partial S_2\) remain fixed, and the arcs \(l_j\) belonging to \(\partial S_1 \cap \partial S_2\) are transformed in such a way that points on the corresponding arcs \(\tilde{L}_j \subset F_0'\) will have the same image in the \(z\)-plane both under the mapping onto \(\partial S_1\) and the mapping onto \(\partial S_2\). Then we transform \(S_3\) topologically into \(\tilde{S}_3\) in such a way that all points \(a'_j \in \partial S_3\) remain fixed, and arcs \(l_j\) belonging to \(\partial (\tilde{S}_1 \cup \tilde{S}_2) \cap \partial S_3\) are transformed as above. Continuing this process, we get a topological transformation of the whole Riemann surface \(F_0'\) onto \(\{\{z \in \mathbb{C}\}\}\) or \(\{\{z \leq \infty\}\}\) depending on whether \(F_0'\) is a closed or open surface. Thus, the surface is simply connected and belongs to the class \(F_q\).

It is easy to see that if we use the rule described in 1° to get a line complex \(B_1\) corresponding to the obtained Riemann surface \(F_0'\), the complex \(B_1\) would coincide with the line complex \(B\) with which we started our construction of the surface \(F_0'\).

Thus, we established a one-to-one (for a fixed base curve \(L\)) correspondence between Riemann surfaces of the class \(F_q\) and line complexes. The line complex corresponding to a Riemann surface will be called the line complex of this surface. On our diagrams internal vertices of a complex will be marked by circles, external vertices will be marked by crosses. The label of an elementary region (the point \(a_j\)) will be written inside the region. We will not write labels inside digons. It is clear, that if on a line complex the labels of elementary regions are marked, it is...
not necessary to label edges, since the edge between the \( j \)-region and the \((j + 1)\)-region is the edge label \( j \). If some \( j \)-region is a digon, then, as is easy to see, the corresponding point \( \tilde{a}_j \in F'_0 \) is not a ramification point. If a \( j \)-region is an \( 2m \)-gon, \( 2 \leq m < \infty \), then the corresponding point \( \tilde{a}_j \) is an algebraic ramification point of order \( m - 1 \).

We suggest the reader to analyze the following examples of line complexes of Riemann surfaces, for which the mapping functions are indicated. In all examples the base curve is the real line, \( H_i = \{ \text{Im} \, w < 0 \} \), \( H_e = \{ \text{Im} \, w > 0 \} \).

\[
(1) \ w = z^2 \ (\text{Fig. 5}); \ (2) \ w = z^3 \ (\text{Fig. 6}); \ (3) \ w = \frac{1}{2} \left( z + \frac{1}{z} \right) \ (\text{Fig. 7});
\]
\[
(4) \ w = \frac{1}{2} \left( z^3 + \frac{1}{z^3} \right) \ (\text{Fig. 8}); \ (5) \ w = e^z \ (\text{Fig. 9}); \ (6) \ w = e^{z^2} \ (\text{Fig. 10});
\]
\[
(7) \ w = e^{z^3} \ (\text{Fig. 11}); \ (8) \ w = e^{z^4} \ (\text{Fig. 12}); \ (9) \ w = \sin z \ (\text{Fig. 13}); \ (10) \ w = \sin z^2 \ (\text{Fig. 14}); \ (11) \ w = \cos \sqrt{z} \ (\text{Fig. 15}).
\]

We suggest, also, to sketch the location of regions \( S \). As an example we sketch the corresponding diagrams for the functions (4), (5), and (6) (Fig. 16, 17, and 18).

Now we turn our attention to closed Riemann surfaces \( F \) of genus zero. Suppose that \( a_1, \ldots, a_q \) are projections of their ramification points (we do not exclude the case when there are no ramification points above some point \( a_j \)). Suppose that \( a_j \) is the projection of \( \nu_j \) algebraic ramification points of \( F \) with orders \( \lambda_1(a_j), \ldots, \lambda_{\nu_j}(a_j) \). Let \( n \) be the number of sheets of \( F \) and \( \bar{n}(a) \) be the number of points of the Riemann surface whose projection is \( a \), here each ramification point is counted once. It is clear that \( \bar{n}(a) \leq n \) for all \( a \), moreover

\[
\bar{n}(a) = \begin{cases} 
  n & \text{for } a \neq a_j, \ j = 1, \ldots, q, \\
  n - \lambda_1(a_j) - \cdots - \lambda_{\nu_j}(a_j) & \text{for } a = a_j.
\end{cases}
\]

Let \( B \) be the line complex of a Riemann surface \( F \). Elementary regions, edges and vertices of \( B \) for on the Riemann sphere a topological polyhedron. Using the well-known Euler formula, we get the equality \( K - S + E = 2 \), where \( K \) is the number of elementary regions, \( S \) is the number of edges, \( E \) is the number of vertices in the line complex \( B \). The number \( K \) is equal to the number of all points of the surface \( F \) lying over the base points \( a_1, \ldots, a_q \), that is, \( \sum_{j=1}^{q} \bar{n}(a_j) \). The number of vertices of \( E \) is equal to \( 2n \), where the number of both internal and external vertices is equal to \( n \). Since exactly \( q \) edges leave each internal vertex, moreover, each edge has as one of its ends one and only one internal vertex, we have \( S = nq \). Hence

\[
\sum_{j=1}^{n} \bar{n}(a_j) - nq + 2n = 2,
\]

\[
(4.1) \ 2(n - 1) = \sum_{j=1}^{q} \{ n - \bar{n}(a_j) \} = \sum_{j=1}^{q} \sum_{k=1}^{\nu_j} \lambda_k(a_j).
\]

The equality (4.1) represents the well-known Riemann–Hurwitz formula.

The following question arises in a natural way. Assume that we are given complex numbers \( a_1, \ldots, a_q \) and natural numbers \( n, \nu_j, \lambda_k(a_j) \), satisfying the inequality
where different edges correspond to different vertices. Thus, there are at least six vertices outside $\mathcal{G}$.

Example 1 shows that the class $\mathcal{F}$ of some edge lying outside $\mathcal{G}$ is impossible. If both ends of some edge lying outside $\mathcal{G}$ are projected into $\mathcal{G}$, then this edge divides the exterior of $\mathcal{G}$ into two quadrangles and, arguing as above, we get a contradiction. Hence, from each of the vertices on the boundary of $\mathcal{G}$ there is an edge lying outside $\mathcal{G}$ which ends at one end outside $\mathcal{G}$. The exterior of $\mathcal{G}$ is divided into two Jordan polygons, a quadrangle and a hexagon. The second vertex lying outside $\mathcal{G}$ is either inside the quadrangle or inside the hexagon. Hence one of these Jordan polygons is an elementary region, adjoining to $\mathcal{G}$ along two or four consecutive sides of $\mathcal{G}$, which is impossible. If both ends of some edge lying outside $\mathcal{G}$ are on the boundary of $\mathcal{G}$, then this edge divides the exterior of $\mathcal{G}$ into two quadrangles and, arguing as above, we get a contradiction. Hence, from each of the vertices on the boundary of $\mathcal{G}$ there is an edge lying outside $\mathcal{G}$ which ends at a vertex lying outside $\mathcal{G}$, where different edges correspond to different vertices. Thus, there are at least six vertices outside $\mathcal{G}$, and we again get a contradiction.

We denote by $\mathfrak{F} = \mathfrak{F}(n; a_1 : \lambda_1(a_1), \ldots, \lambda_{\nu_1}(a_1); \ldots; a_q : \lambda_1(a_q), \ldots, \lambda_{\nu_q}(a_q))$, where $a_1, \ldots, a_q$ are distinct complex numbers, $n, \nu_j, \lambda_k(a_j)$ are positive integers satisfying the conditions (4.1) and (4.2), the class of closed Riemann surfaces of genus zero, which are $n$-sheeted with $\nu_j$ ramification points of orders $\lambda_k(a_j)$, whose projections are $a_j$. Sometimes it will be convenient for us to allow $\lambda_k(a_j)$ to take zero values also (we will always mention this explicitly), this will mean that we require the Riemann surfaces from the class $\mathfrak{F}$ to have over $a_j$ at least as many unramified sheets, as many zeros are there among the numbers $\lambda_1(a_j), \ldots, \lambda_{\nu_j}(a_j)$. If there is $a_j : \Lambda(a_j)$ instead of $a_j : \lambda_1(a_j), \ldots, \lambda_{\nu_j}(a_j)$ in the notation of the class $\mathfrak{F}$, it means that we require only that the sum of orders of the ramification points projected into $a_j$ is equal to $\Lambda(a_j)$. It is clear that the numbers $\Lambda(a_j)$ should satisfy the relations

$$\sum_{j=1}^{q} \Lambda(a_j) = 2(n - 1),$$

$$\Lambda(a_j) \leq n - 1, \ j = 1, \ldots, q.$$  

Obviously, for $\Lambda(a_j) = \lambda_1(a_j) + \cdots + \lambda_{\nu_j}(a_j)$ we have

$$\mathfrak{F}(n; \ldots; a_j : \lambda_1(a_j), \ldots, \lambda_{\nu_j}(a_j); \ldots) \subset \mathfrak{F}(n; \ldots; a_j : \Lambda(a_j); \ldots).$$

Example 1 shows that the class $\mathfrak{F}(4; a_1 : 1, 1; a_2 : 1, 1; a_3 : 2)$ is empty.
Theorem 4.1. The classes \(\mathfrak{F}(n; a_1 : \lambda_1(a_1); \ldots; a_q : \lambda_1(a_q)), \lambda_1(a_j) \geq 0\), are non-empty.

Theorem 4.1 immediately implies

Corollary. The classes \(\mathfrak{F}(n; a_1 : \Lambda(a_1); \ldots; a_q : \Lambda(a_q)), \Lambda(a_j) \geq 0\), are non-empty.

Before proving Theorem 4.1 we state two more theorems which will be needed in Section 6.

First we introduce some definitions. A Jordan arc \(C\) on a Riemann surface \(F\) (the case of one-sheeted region \(F\) is not excluded) will be called a \(J\)-curve, if it has the following properties: (1) different points of \(C\) are projected onto different points, only the ends of \(C\) can be projected onto the same point; (2) \(C\) does not contain algebraic ramification points of \(F\), the only possible exception is the ends of \(C\); (3) there exists a Jordan arc \(C_1 \subset C\) with ends in the interior points of \(C\) such that \(C \setminus C_1\) consists of two line segments; (4) \(C\) has a continuous curvature. In some cases by a \(J\)-curve we shall mean a Jordan arc satisfying (1)–(4) without one end or without both ends. Whether or not a \(J\)-curve includes the ends will be clear from context.

A closed Jordan curve \(C\) in the plane is called a \(J'\)-curve with ends at a point \(a \in C\), if it has a continuous curvature at all points except, possibly, the point \(a\), and in a sufficiently small neighborhood of \(a\) the curve \(C\) has the form of a linear angle with a vertex at the point \(a\).

It is clear that the projection of an arbitrary \(J\)-curve on a Riemann surface is either a \(J\)- or a \(J'\)-curve in the plane.

Theorem 4.2. Let \(q \geq 2\), let \(a_1, \ldots, a_q\) be distinct complex numbers, and let \(\gamma\) be a \(J\)-curve joining the points \(a_1\) and \(a_2\), which does not pass through the points \(a_j\), \(3 \leq j \leq q\). Then each of the classes listed below contains a Riemann surface \(F\), on which one can draw a \(J\)-curve \(\Gamma\) with ends \(a_1\) and \(a_2 \in F\), such that \(\Gamma\) is projected into \(\gamma\) in a one-to-one way, and \(a_j\) is a ramification point of order \(\lambda_1(a_j) \geq 0\), lying above \(a_j\), \(j = 1, 2\). The classes of Riemann surfaces mentioned above are:

(a) \(\mathfrak{F}(n; a_1 : \lambda_1(a_1), \lambda_2(a_1); a_2 : \lambda_1(a_2), \lambda_2(a_2); a_3 : \Lambda(a_3); a_4 : \lambda_1(a_4); \ldots; a_q : \lambda_1(a_q))\);

(b) \(\mathfrak{F}(n; a_1 : \lambda_1(a_1), \lambda_2(a_1); a_2 : \lambda_1(a_2); a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q)),\) where \(\lambda_1(a_1) \geq 0\);

(c) \(\mathfrak{F}(n; a_1 : \lambda_1(a_1); a_2 : \lambda_1(a_2), \lambda_2(a_2); a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q)),\) where \(\lambda_1(a_2) \geq 0\);

(d) \(\mathfrak{F}(n; a_1 : \lambda_1(a_1), \lambda_2(a_1); a_2 : 0, \lambda_2(a_2); a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q))\);

(e) \(\mathfrak{F}(n; a_1 : 0, \lambda_2(a_1); a_2 : \lambda_1(a_2), \lambda_2(a_2); a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q))\);

(f) \(\mathfrak{F}(n; a_1 : \lambda_1(a_1); a_2 : \lambda_1(a_2); a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q)),\) where \(\lambda_1(a_1) \geq 0, \lambda_1(a_2) \geq 0\);

(g) \(\mathfrak{F}(n; a_1 : \lambda_1(a_1), \lambda_2(a_1); a_2 : 0; a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q)),\) where \(\lambda_1(a_1) \geq 0\);

(h) \(\mathfrak{F}(n; a_1 : 0; a_2 : \lambda_1(a_2), \lambda_2(a_2); a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q)),\) where \(\lambda_1(a_2) \geq 0\);

(i) \(\mathfrak{F}(n; a_1 : 0, \lambda_2(a_1); a_2 : 0, \lambda_2(a_2); a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q)),\) where \(q \geq 4\).
THEOREM 4.3. Let \(q \geq 3\), let \(a_1, \ldots, a_q\) be distinct complex numbers, and let \(\gamma\) be a \(J\)-curve with ends at the point \(a_1\), moreover, let the point \(a_2\) be inside the curve \(\gamma\), and the points \(a_3, \ldots, a_q\) be outside \(\gamma\). Then each of the following two classes:

\[
(j) \mathfrak{F}(n; a_1: \lambda_1(a_1), \lambda_2(a_1), \ldots; a_q: \lambda_1(a_q)),
\]

where \(\lambda_k(a_k) \geq 0\), \(k = 1, 2, 3\); \(\lambda_1(a_2) \geq 2\);

\[
(k) \mathfrak{F}(n; a_1: \lambda_1(a_1), \lambda_2(a_1); a_2: \lambda_1(a_2); \ldots; a_q: \lambda_1(a_q)),
\]

where \(\lambda_k(a_1) \geq 0, k = 1, 2\);

contains a Riemann surface \(F\), on which one can draw a \(J\)-curve \(\Gamma\) with ends \(a_1\) and \(a_2 \in F\), such that the curve \(\Gamma\) without ends is projected in a one-to-one way into \(\gamma \setminus \{a_1\}\), the point \(a_k\) is a ramification point of order \(\lambda_k(a_1)\) lying over \(a_1\), \(k = 1, 2\).

Proofs of Theorems 4.1, 4.2, and 4.3 are not difficult, but they are rather cumbersome and are using topological constructions, which are far from the main topics of this book. Readers who do not wish to analyze these proofs and are ready to believe the results, can omit the proofs without harm to understanding of the subsequent results.

Before starting the proofs we fix some notation. Let \(G_1\) be a Jordan \(m_1\)-gon, we join it with a Jordan \(m_2\)-gon, lying outside \(G_1\) in such a way that \(\partial G_2 \cap \partial G_1\) is a Jordan arc, consisting of \(m\) Jordan arcs which are sides of \(G_1\) and \(G_2\), \(m \leq \min(m_1 - 1, m_2 - 1)\), following one after another starting with a vertex \(\alpha\) in the negative direction of the boundary of \(G_1\). This operation will be denoted by \(U(G_1, G_2, \alpha, m)\) (Fig. 19).

PROOF OF THEOREM 4.1. The theorem is trivial if \(n = 1\). We assume that \(n \geq 2\) and construct the corresponding line complexes. If \(q = 2\), then necessarily \(\lambda_1(a_1) = \lambda_1(a_2) = n - 1\), and the line complex is a closed Jordan curve consisting of \(2n\) edges (see, for example, Fig. 5 and 6). Now let \(q \geq 3\). We take the region \(G_1\) which is a Jordan \((2\lambda_1(a_1) + 2\)-gon as an elementary \(1\)-region. We fix on the boundary of \(G_1\) an internal vertex \(\alpha\). Let \(p\) be the largest integer satisfying

\[
(4.3) \quad 2 + 2 \sum_{j=1}^{p} \lambda_1(a_j) \leq 2n.
\]

Since, by (4.1), we have

\[
2 \sum_{j=1}^{q} \lambda_1(a_j) = 4(n - 1),
\]

then \(1 < p < q\). Suppose that there is an equality in (4.3). We join to \(G_1\) and elementary \(2\)-region \(G_2\), which is a Jordan \((2\lambda_1(a_2) + 2\)-gon using the operation \(U(G_1, G_2, \alpha, 1)\). Denote the region \((G_1 \cup G_2 \setminus \partial(G_1 \cup G_2))\), which is a Jordan \((2\lambda_1(a_1) + 2\lambda_1(a_2) + 2\)-gon, by \(\Delta_2\). We join to \(\Delta_2\) an elementary \(3\)-region \(G_3\), which is a Jordan \((2\lambda_1(a_3) + 2\)-gon, using \(U(\Delta_2, G_3, \alpha, 1)\). Suppose that we have already joined an elementary \(s\)-region \(G_s, 1 < s \leq p - 1\). Let \(\Delta_s = \left(\bigcup_{j=1}^{s} G_j\right) \setminus \partial\left(\bigcup_{j=1}^{s} G_j\right)\).

We join to \(\Delta_s\) and elementary \((s + 1)\)-region \(G_{s+1}\) which is a Jordan \((2\lambda_1(a_{s+1}) + 2\)-gon, using \(U(\Delta_s, G_{s+1}, \alpha, 1)\). The boundary of \(\Delta_p\) contains \(2 \sum_{j=1}^{p} \lambda_1(a_j) + 2 = 2n\) vertices. We join to \(\Delta_p\) an elementary \((p + 1)\)-region \(G_{p+1}\), which is a Jordan \((2\lambda_1(a_{p+1}) + 2\)-gon, using \(U(\Delta_p, G_{p+1}, \alpha, 2\lambda_1(a_{p+1}) + 1)\). The boundary of \(\Delta_{p+1}\)
contains \(2n - 2\lambda_1(a_{p+1})\) vertices. Joining to \(\Delta_s\), \(p \leq s < q - 2\), an elementary \((s+1)\)-region \(G_{s+1}\), which is a \((2\lambda_1(a_{s+1}) + 2)\)-gon, using \(U(\Delta_s, G_{s+1}, \alpha, 2\lambda_1(a_{s+1}) + 1)\), we get a Jordan region \(\Delta_{s+1}\), the boundary of which contains \(2n - 2\sum_{p+1}^{s+1} \lambda_1(a_j)\) vertices. The boundary of the region \(\Delta_{q-1}\) contains

\[2n - 2 \sum_{j=p+1}^{q-1} \lambda_1(a_j) = 2(n - 1) - 2 \sum_{j=p+1}^{q-1} \lambda_1(a_j) + 2\]

vertices. By (4.1) and the assumption that there is an equality in (4.3), we have

\[2 \sum_{j=1}^{p} \lambda_1(a_j) = 2(n - 1) = \sum_{j=1}^{q} \lambda_1(a_j),\]

\[\sum_{j=1}^{p} \lambda_1(a_j) = \sum_{j=p+1}^{q} \lambda_1(a_j) = n - 1.\]

Therefore the boundary of \(\Delta_{q-1}\) contains

\[2 \sum_{j=p+1}^{q} \lambda_1(a_j) - 2 \sum_{j=p+1}^{q-1} \lambda_1(a_j) + 2 = 2\lambda_1(a_q) + 2\]

vertices. As an elementary \(q\)-region \(G_q\) we take the complement of \(\Delta_{q-1}\) in the extended complex plane.

Thus, we have constructed all needed elementary regions different from digons. Our system of edges does not yet satisfy the condition (3) from the definition of line complexes. However, it, as is easy to see, has the property that if some internal (external) vertex lies on the boundary of more than two elementary regions, then the labels of these elementary regions increase (decrease) as we go around the vertex in the positive direction. Clearly, some edges can be replaced by bundles in such a way, that we get a line complex having all required properties, that is, representing a Riemann surface belonging to the class \(\mathfrak{g}(n; a_1 : \lambda_1(a_1), \ldots, a_q : \lambda_1(a_q)), \lambda_1(a_j) \geq 0)\).

If there is a strict inequality in (4.3), then the construction is changed at one point only. We construct the elementary 1-, 2-, \ldots, \(p\)-regions \(G_1, G_2, \ldots, G_p\), and the regions \(\Delta_2, \Delta_3, \ldots, \Delta_p\) in the same way as before, but now there are \(m_1\) vertices on the boundary of \(\Delta_p\), where

\[m_1 = 2 + 2 \sum_{j=1}^{p} \lambda_1(a_j) < 2n.\]

On the other hand,

\[2\lambda_1(a_{p+1}) + m_1 = 2 + 2 \sum_{j=1}^{p+1} \lambda_1(a_j) > 2n.\]

The inequality (4.4) implies that

\[\lambda_1(a_{p+1}) + \sum_{j=1}^{p} \lambda_1(a_j) < (n - 1) + (n - 1) = 2(n - 1),\]

therefore, by (4.1), we have \(p + 1 < q\). Now we join to \(\Delta_p\) and elementary \((p + 1)\)-region \(G_{p+1}\), which is a Jordan \((2\lambda_1(a_{p+1}) + 2)\)-gon, using \(U(\Delta_p, G_{p+1}, \alpha, m_2 + 1)\), where \(m_2 = 2\lambda_1(a_{p+1}) + m_1 - 2n\). We can use this operation since \(m_2 + 1 < m_1\).
and \( m_2 + 1 < 2\lambda(a_{p+1}) + 2 \). Since the number \( m_2 + 1 \) is odd, the end of the Jordan arc \( \partial \Delta_p \cap \partial G_{p+1} \), different from \( \alpha \), is an external vertex. It is easy to count that there are \( m_1 + (2\lambda_1(a_{p+1}) + 2) - (m_2 + 2) = 2n \) vertices in \( \Delta_{p+1} \), moreover, there are \( 2n - m_2 \) vertices on the boundary of \( \Delta_{p+1} \).

After the construction of the region \( \Delta_{p+1} \), we construct the elementary regions \( G_s \) and the regions \( \Delta_s \), \( p + 2 \leq s \leq q - 1 \) in the same way as before. The boundary of \( \Delta_{q-1} \) contains

\[
2n - m_2 - 2 \sum_{j=p+1}^{q-1} \lambda_1(a_j) = 4n - m_1 - 2\lambda_1(a_{p+1}) - 2 \sum_{j=p+2}^{q-1} \lambda_1(a_j)
\]

\[
= 2(2(n - 1)) + 4 - 2 \sum_{j=1}^{p} \lambda_1(a_j) - 2 - 2 \sum_{j=p+1}^{q-1} \lambda_1(a_j)
\]

\[
= 2 \sum_{j=1}^{q} \lambda_1(a_j) + 2 - 2 \sum_{j=1}^{q-1} \lambda_1(a_j) = 2\lambda_1(a_q) + 2
\]

vertices. After that the construction of the line complex is completed in the same way as in the previous case. Fig. 20 and 21 show examples of line complexes corresponding to the cases when there is an equality and the strict inequality in (4.3).

**Remark.** Later on we shall use the observation that in the construction that we used in the proof of Theorem 4.1 there is an internal vertex \( \alpha \) which lies simultaneously on the boundaries of the elementary \( j \)-regions \( G_1, G_2, \ldots, G_q \), which are Jordan \( (2\lambda_1(a_j) + 2) \)-gons, that is, all ramification points of the Riemann surface are lying on the boundary of one internal half-sheet.

**Proof of Theorem 4.2.** We draw a base curve \( L \) through the points \( a_1, \ldots, a_q \) in such a way that the curve \( \gamma \), except its ends, is inside \( L \). Now, obviously, it suffices to construct a line complex with prescribed ramification and satisfying the additional condition that the elementary regions corresponding to the points \( a_1 \) and \( a_2 \) have on their boundary at least one common internal vertex.

**Case (a).** Since \( \tau = \lambda_1(a_1) + \lambda_2(a_1) + \lambda_1(a_2) + \lambda_2(a_2) < 2(n - 2) < 2(n - 1) \), then \( n \geq 3, q \geq 3, \) and \( \sum_{j=3}^{q} \Lambda(a_j) \geq 2 \). Assume first that \( \tau \leq n - 1 \). In this case we consider surfaces of the class \( \mathfrak{S}(n; a_1 : \lambda_1(a_1), \lambda_2(a_1); a_2 : \lambda_1(a_2), \lambda_2(a_2); a_3 : \lambda_1(a_3); \ldots; a_q : \lambda_1(a_q)) \), where \( \lambda_1(a_3) = \Lambda(a_3) \). Take as an elementary 1-region \( G'_1 \) a Jordan \( (2\lambda_2(a_1) + 2) \)-gon and mark some internal vertex \( \alpha' \) on its boundary. We join to \( G'_1 \) and elementary 2-region \( G'_2 \), which is a Jordan \( (2\lambda_2(a_2) + 2) \)-gon using \( U(G'_1; G'_2; \alpha', 1) \). Let \( \beta \) be the next after \( \alpha' \) external vertex, as we go around the boundary of \( G'_2 \) in the negative direction. We join to \( \Delta' = (G'_1 \cup G'_2) \setminus \partial(G'_1 \cup G'_2) \) an elementary 1-region \( G''_1 \), which is a Jordan \( (2\lambda_1(a_1) + 2) \)-gon, using \( U(\Delta', G''_1; \beta, 1) \). Let \( \gamma \) be the next after \( \beta \) internal vertex, as we go around the boundary of \( G''_1 \) in the negative direction. We join to \( \Delta'' = (G''_1 \cup G''_2) \setminus \partial(G''_1 \cup G''_2) \) an elementary 2-region \( G''_2 \), which is a Jordan \( (2\lambda_2(a_2) + 2) \)-gon using the operation \( U(\Delta''; G''_2; \alpha, 1) \). Let \( \Delta_2 = (\Delta'' \cup G''_2) \setminus \partial(\Delta'' \cup G''_2) \). It is easy to count that the boundary of \( \Delta_2 \) contains \( 2 + 2\lambda_1(a_1) + 2\lambda_2(a_1) + 2\lambda_2(a_2) = 2 + 2\tau \leq 2n \) vertices, and there are no vertices inside \( \Delta_2 \). After this we join to \( \Delta_2 \) successively elementary 3-,
... q-regions and construct a line complex in exactly the same way as in the proof of Theorem 4.1, in addition, the internal vertex $\alpha$ is lying on the boundary of the elementary regions $G''_1, G''_2, G_3, \ldots, G_q$ (only the fact that $\alpha$ belongs to $\partial G''_1 \cap \partial G''_2$ is important for us).

A line complex corresponding to the case when $\tau \leq n - 1$ is shown in Fig. 22.

Now we consider the case when $\tau \geq n$. If $\Delta(a_3) > 1$, we construct a surface of the class $\mathfrak{S}(n; a_1: \lambda_1(a_1), \lambda_2(a_1); a_2: \lambda_1(a_2), \lambda_2(a_2); a_3: \lambda_1(a_3), \lambda_2(a_3); a_4: \lambda_1(a_4); \ldots; a_q: \lambda_1(a_q))$, where $\lambda_2(a_3) = 1$, $\lambda_1(a_3) = \Lambda(a_3) - 1$; if $\Delta(a_3) = 1$ then necessarily $q \geq 4$, and we construct a surface of the class $\mathfrak{S}(n; a_1: \lambda_1(a_1), \lambda_2(a_1); a_2: \lambda_1(a_2), \lambda_2(a_2); a_3: \lambda_1(a_3); \ldots; a_q: \lambda_1(a_q))$, where $\lambda_1(a_3) = 1$. At first we assume $\tau = n$. The corresponding line complex can be constructed in the following way. Let $Q_1$ be the square with vertices $A = (-1, -1), B = (1, 1), C = (1, 1), D = (1, -1), Q_2$ be the square with the vertices $A' = (-2, -2), B' = (2, -2), C' = (2, 2), D' = (2, 2)$. The square $Q_1$ will play the role of an elementary 3-region. Using segments of bisectors of the coordinate angles we join the corresponding vertices of the squares $Q_1$ and $Q_2$, we divide the region $Q_2 \setminus Q_1$ into four trapezoids $T_1, \ldots, T_4$, where $T_1$ is the lower, $T_2$ is the left, $T_3$ is the upper, and $T_4$ is the right trapezoid. We place internal vertices in the points $\alpha = A', C', B, D$, and external vertices in the remaining vertices of $Q_1$ and $Q_2$. Now we place $(2\lambda_1(a_1) - 2)$ vertices in the interval $A'D', (2\lambda_1(a_2) - 2)$ vertices in the interval $A'B'$, $(2\lambda_2(a_1) - 2)$ in the interval $B'C'$, $(2\lambda_2(a_2) - 2)$ in the interval $C'D'$. We shall regard $T_1$ and $T_2$ as elementary 1-regions and $T_2$ and $T_4$ as elementary 2-regions. The closed square $Q_2$ will contain $2(\lambda_1(a_1) + \lambda_2(a_2)) + \lambda_2(a_2) - 4 + 8 = 2\tau = 2n$ vertices, $2n - 4$ of them lie on the boundary of $Q_2$. If $\Delta(a_3) > 1$, we join to $Q_2$ successively elementary 3-, 4-, ..., $(q - 1)$-regions, which are Jordan $(2\lambda_1(a_j) + 2)$-gons, using the operations $U(\Delta_{j-1}, G_j, \alpha, 2\lambda_1(a_j) + 1), 3 \leq j \leq q - 1$, where $\Delta_2 = Q_2, \Delta_1 = (\Delta_{j-1} \cup G_j) \partial(\Delta_{j-1} \cup G_j)$.

It is easy to count that the boundary of $\Delta_{q-1}$ contains $2n - 4 - 2\sum_{j=3}^{q-1} \lambda_1(a_j)$ vertices. But (4.1) implies that

$$\sum_{j=3}^{q} \lambda_1(a_j) = 2(n - 1) - \tau - \lambda_2(a_3) = 2(n - 1) - n - 1 = n - 3,$$

therefore $2n - 4 = 2\sum_{j=3}^{q} \lambda_1(a_j) + 2$, and the boundary of the region $\Delta_{q-1}$ contains $2(\lambda_1(a_1)) + 2$ vertices. We take the complement of $\Delta_{q-1}$ in the extended complex plane as an elementary $q$-region. Replacing some of the edges by bundles we get, as before, a required line complex. If $\Delta(a_3) = 1$, we carry out the construction in the same way, the only difference is that we do not need to take an elementary 3-region in the complement of $Q_2$. Both cases are illustrated on Fig. 23 and 24.

Now we assume that $p = \tau - n > 0$. Then $\lambda_1(a_1) + \lambda_2(a_1) = \tau - \lambda_1(a_2) - \lambda_2(a_2) \geq n + p - (n - 2) = p + 2$ and, similarly, $\lambda_1(a_2) + \lambda_2(a_2) \geq p + 2$. We subtract one from the largest of the numbers $\lambda_1$ and $\lambda_2$ and from the largest of the numbers $\lambda_3$ and $\lambda_4$. We get numbers, which we denote $\lambda^{(1)}_1, \lambda^{(1)}_2, \lambda^{(1)}_3, \lambda^{(1)}_4$. We repeat the same operation with the new numbers, and get $\lambda^{(2)}_1, \ldots, \lambda^{(2)}_4$. Repeating the same operation $p$ times, we get the numbers $\lambda^{(p)}_1, \ldots, \lambda^{(p)}_4$. It is easy to see that $\lambda^{(p)}_1, \ldots, \lambda^{(p)}_4 \geq 1$. Let $p_1, \ldots, p_4$ be the number of ones which were subtracted simultaneously from $\lambda_1$ and $\lambda_3$ in the process of all $p$ operations. The numbers $p_{14}, p_{23}, p_{24}, p_{31}, p_{32}, p_{41}, p_{42}$ are defined similarly. It is easy to see that $p_{jk} = p_{kj}, p_{14} = p_{41}$, $p_{23} = p_{32}$, $p_{24} = p_{42}$.
\[ \lambda_1^{(p)} = \lambda_1 - p_{13} - p_{14}, \lambda_2^{(p)} = \lambda_2 - p_{23} - p_{24}, \lambda_3^{(p)} = \lambda_3 - p_{31} - p_{32}, \lambda_4^{(p)} = \lambda_4 - p_{41} - p_{42}, p_{13} + p_{14} + p_{23} + p_{24} = p_{31} + p_{32} + p_{41} + p_{42} = p. \]

Now we construct the squares \( Q_1 \) and \( Q_2 \) and trapezoids \( T_1, \ldots, T_4 \), and place vertices of the line complex in the vertices of these squares and trapezoids in the same way as we did for \( \tau = n \). Now in the intervals, joining the points shown in the table below, we place the number of vertices shown in the right column of the table:

| \( A'D' \) | \( 2\lambda_1^{(p)} - 2 \) | \( A'A \) | \( 2p_{13} \) |
| \( A'B' \) | \( 2\lambda_3^{(p)} - 2 \) | \( B'B \) | \( 2p_{23} \) |
| \( B'C' \) | \( 2\lambda_2^{(p)} - 2 \) | \( C'C \) | \( 2p_{24} \) |
| \( C'D' \) | \( 2\lambda_4^{(p)} - 2 \) | \( D'D \) | \( 2p_{14} \) |

The boundary of \( T_1 \) contains \( 2(\lambda_1^{(p)} - 2) + 2p_{13} + 2p_{14} + 4 = 2\lambda_1 + 2 = 2\lambda_1(a_1) + 2 \) vertices, the boundary of \( T_2 \) contains \( 2(\lambda_3^{(p)} - 2) \) vertices, the boundary of \( T_3 \) contains \( 2(\lambda_2^{(p)} - 2) \) vertices, and the boundary of \( T_4 \) contains \( 2(\lambda_4^{(p)} - 2) \) vertices. We take \( Q_1 \) as an elementary 3-region, \( T_1 \) and \( T_3 \) as elementary 1-regions, \( T_2 \) and \( T_4 \) as elementary 2-regions. The boundary of \( Q_2 \) contains \( 2(\lambda_1^{(p)} - 1) + \cdots + 2(\lambda_4^{(p)} - 1) + 4 = 2(\lambda_1 - p_{13} - p_{14}) + \cdots + 2(\lambda_4 - p_{41} - p_{42}) + 4 = 2\tau - 4p - 4 = 2n - 2p - 4 \) vertices, and the interior of \( Q_2 \) contains \( 2p + 4 \) vertices. Now we successively join to \( Q_2 \) elementary 3-, 4-, \(...\), \( (q - 1) \)-regions if \( \Lambda(a_3) > 1 \), or 4-, \(...\), \( (q - 1) \)-regions if \( \Lambda(a_3) = 1 \), in the same way as we did this in the case \( \tau = n \).

Now the boundary of \( \Delta_{q-1} \) contains \( \sigma = 2n - 2\tau - 4p - 2(\Lambda(a_3) - 1) - 2 \sum_{j=4}^{q-1} \lambda_1(a_j) \) vertices. Since \( 2n - 2 = \tau + \lambda(a_3) + \sum_{j=4}^{q} \lambda_1(a_j) \) and \( \tau = n + p \), we have

\[ \tau = 2p + 2 + \lambda(a_3) + \sum_{j=4}^{q} \lambda_1(a_j) \]

and

\[ \sigma = 2\tau - 4p - 2 - 2\lambda(a_3) - 2 \sum_{j=4}^{q-1} \lambda_1(a_j) = 2\lambda_1(a_q) + 2. \]

We take as an elementary \( q \)-region the complement of \( \Delta_{q-1} \) in the extended complex plane, and then complete the proof as in the previous case. A line complex with \( \tau > n \) is shown on Fig. 25.

**Case (b).** Denote \( \tau = \lambda_1(a_1) + \lambda_2(a_1) + \lambda_3(a_1) + \lambda_4(a_1) \). It is clear that \( \tau \leq n - 2 + n - 1 = 2n - 3 \), therefore \( q \geq 3 \). At first we assume \( \tau \leq n - 1 \). Take as a 1-region \( G_1' \) a Jordan (\( 2\lambda(a_1) + 2 \))-gon and mark an interior vertex \( \alpha \) on its boundary. Then we join to \( G_1' \), as a 2-region \( G_2 \), a Jordan (\( 2\lambda(a_2) + 2 \))-gon using the operation \( U(G_1', G_2, \alpha, 1) \).

We join to the region \( \Delta_1 = (G_1' \cup G_2) \setminus \partial(G_1' \cup G_2) \) a 1-region \( G_1'' \), which is a Jordan (\( 2\lambda_2(a_1) + 2 \))-gon, using the operation \( U(\Delta_1, G_1'' \setminus \beta, 1) \), where \( \beta \) is an exterior vertex on the boundary of \( G_2 \), next after \( \alpha \) as we go around the boundary in the negative direction. The boundary of the region \( \Delta_2 = (\Delta_1 \cup G_2') \setminus \partial(\Delta_1 \cup G_2') \) contains \( 2\lambda_1(a_1) + 2 + 2\lambda_1(a_2) + 2\lambda_2(a_1) = 2\tau + 2 \leq 2n \) vertices, after that we complete the construction of a line complex in the same way as in the proof of Theorem 4.1. If \( \tau \geq n \), then \( \tau = n - 1 + p, p \geq 1 \). It is easy to see that \( p = \lambda_1(a_1) + \lambda_2(a_1) + \lambda_3(a_1) - (n - 1) \leq \lambda_1(a_1) + \lambda_2(a_1) \). Therefore we can find numbers \( p_1, p_2 \), such that \( 0 \leq p_1 \leq \lambda_1(a_1), 0 \leq p_2 \leq \lambda_2(a_1), p = p_1 + p_2 \). Now we carry out the construction of a line complex in the same way as in the case \( \tau \leq n - 1 \), with the
only difference that we join $G_2$ to $G'_1$ using the operation $U(G'_1, G_2, \alpha, 2p_1+1)$, and join $G''_1$ to $\Delta_1$ using the operation $U(\Delta_1, G''_1, \beta, 2p_2+1)$. Now the closed region $\Delta_2$ contains $2\lambda_1(a_1) + 2 + 2\lambda_2(a_1) + 2 + 2\lambda_1(a_2) - (2p_1 + 1) - (2p_2 + 1) = 2\tau + 2 - 2p = 2n$ vertices, and the boundary of $\Delta_2$ contains $2n - 2p_1 - 2p_2 = 2(n - p)$ vertices. Now we again join successively 3-, \ldots, $(q - 1)$-regions as in the proof of Theorem 4.1, and get a region $\Delta_{q-1}$ whose boundary contains

$$2(n - p) - 2 \sum_{j=3}^{q-1} \lambda_1(a_j) = 2n + 2n - 2 - 2\tau - 2 \sum_{j=3}^{q-1} \lambda_1(a_j)$$

$$= 2\{2(n - 1)\} + 2 - 2\tau - 2 \sum_{j=3}^{q-1} \lambda_1(a_j)$$

$$= 2\left(\tau + \sum_{j=3}^{q} \lambda_1(a_j)\right) + 2 - 2\tau - 2 \sum_{j=3}^{q-1} \lambda_1(a_j) = 2\lambda_1(a_q) + 2$$

vertices. After that the construction of a line complex is completed in the usual way. Line complexes corresponding to the case (b) for $\tau \leq n - 1$ and $\tau \geq n$ are shown on Fig. 26 and Fig. 27.

**Case (c).** First we construct a line complex for a Riemann surface of the class $\mathfrak{F}(n; a_1 : \lambda_1(a_2), \lambda_2(a_2); a_2 : \lambda_1(a_1); a_3 : \lambda_1(a_q); \ldots; a_q : \lambda_1(a_1))$ in the same way as we did it in the case (b). Then we take a mirror image of this line complex and the images of 2-regions consider as 1-regions, the images of 3 regions as 2-regions, the images of $q$-regions as $q$-regions. It is easy to verify that as a result of this transformation (we denote it by $S$) we get a line complex satisfying all the conditions imposed in the case (c). The line complex obtained as the result of the transformation $S$ for the line complex from Fig. 27 is shown on Fig. 28.

**Case (d).** Consider the line complex which we constructed in our study of case (b), where $\lambda_1(a_2)$ is equal to the number $\lambda_2(a_2)$ prescribed in the case (d), and $\lambda_1(a_1) \geq 1$. Let $\alpha'$ be the exterior vertex on the boundary of the elementary 1-region $G'_1$, $\beta'$ be the interior vertex following after $\alpha'$ as we go around the boundary of $G'_1$ in the positive direction. Some elementary 2-region $G''_1$ has the edge joining $\alpha'$ and $\beta'$ as its common boundary with $G'_1$. If $\tau \leq n - 1$, then clearly $G''_2 \neq G_2$. If $\tau \geq n$, we observe, that $\lambda_1(a_2) \leq n - 2$ in our case, therefore $p = \lambda_1(a_1) + \lambda_2(a_1) + \lambda_1(a_2) - (n - 1) \leq \lambda_1(a_1) + \lambda_2(a_2) - 1$, and we can take $0 \leq p_1 \leq \lambda_1(a_1) - 1, 0 \leq p_2 \leq \lambda_2(a_1)$. With this choice of $p_1$ we get that $G''_2 \neq G_2$ for $\tau \geq n$ also. Thus $G'_2$ is a digon. The line complex satisfies all the conditions, there is an interior vertex $\alpha'$ in $\partial G_1 \cap \partial G'_2$.

**Case (e).** We get the solution by using the solution of the case (d) in the same way as we used the solution of the problem in the case (b) to solve it in the case (c).

**Case (f).** The solution is contained in Theorem 4.1 and the remark after it.

**Case (g).** First we construct a line complex disregarding the existence of the base point $a_2$, that is, assuming that there are $q - 1$ base points: $a_1, a_3, \ldots, a_q$. Then the construction is reduced to the case (b). If we take into account the base point $a_2$, we need only to replace each edge separating 1- and 3-regions by a digon. Since in our construction in the case (b) the regions $G'_1$ and $G_2$ in the constructed complex have in their boundaries at least one common edge, in our
case the boundary of the 1-region $G'_1$, which is a Jordan $(2\lambda_1(a_1) + 2)$-gon, and the boundary of some 2-region which is a digon have one common internal vertex.

**Case (h).** The argument is similar to the case (g).

**Case (i).** We construct a line complex in the same way as in the proof of Theorem 4.1 for a Riemann surface of the class $\mathcal{F}(n; a_1: \lambda_2(a_2); a_3: \lambda_1(a_3); \ldots; a_q: \lambda_1(a_q); a_1: \lambda_2(a_1))$; that is, the region $G_j$ is an elementary $(j + 1)$-region, $1 \leq j \leq q - 1$, and the region $G_q$ is an elementary 1-region. The first and the second vertices on the boundary of $G_2$, counting starting at $\alpha$ in the negative direction, we denote by $\beta$ and $\alpha'$, respectively; the vertex $\beta$ is external, and the vertex $\alpha'$ is internal. These vertices do not lie on the boundary of $G_1$ since it is a Jordan $(2\lambda_2(a_2) + 2)$-gon, and $2\lambda_2(a_2) + 2 \leq 2n - 2$ since $\lambda_2(a_2) \leq n - 2$. The vertices $\beta$ and $\alpha'$ lie on the common part of the boundary of a 3-region and a 4-region, therefore they also belong to the common part of the boundary of two digons, which are elementary 1- and 2-regions. Since $\alpha'$ is an internal vertex, the constructed line complex has all required properties.

Note that in the case (i) the requirement $q \geq 4$ is essential. For $q = 3$ the class $\mathcal{F}(n; a_1: 0, \lambda_2(a_2); a_2: 0, \lambda_2(a_2); a_3: \lambda_1(a_3))$ is nonempty, as is easy to show referring to Theorem 4.1. However, it is easy to verify that for $q = 3$ the digons which are elementary 1- and 2-regions have disjoint boundaries. □

**Remark.** In Theorem 4.2 we assume that $\lambda_1(a_j) \geq 1$, $3 \leq j \leq q$ in all cases. This is done for simplicity of the proof only. It is easy to see that it would suffice to require $\lambda_1(a_j) \geq 0, 3 \leq j \leq q$ only, in addition, in the case (a) for one of the points $a_j$, $3 \leq j \leq q$, we require that $\Lambda(a_j) \geq 1$ if $\lambda_1(a_j) = 0$ for $3 \leq j < j_0$; and in the case (i) we require that $\lambda_1(a_j) \geq 1$ for at least two values $j$, $3 \leq j \leq q$. In fact, in our construction of the line complex we can first disregard those base points for which $\Lambda(a_j) = 0$, and then complete the constructed line complex with the corresponding digons.

**Proof of Theorem 4.3.** First we note that since

\begin{equation}
\lambda_1(a_1) + \lambda_2(a_1) + \lambda_3(a_1) \leq n - 3, \tag{4.5}
\end{equation}

\begin{equation}
\lambda_1(a_2) \leq n - 1, \tag{4.6}
\end{equation}

the condition (4.1) implies that the requirement $q \geq 3$ in the statement of the theorem is necessary.

We can draw the base curve $L$ in such a way that it intersects the curve $\gamma$ in two points only, one of which is $a_1$. We select interior and exterior vertices on the curve $\gamma$, and the arc of $\gamma$ joining these vertices and not passing through $a_1$ take as the curve $C_2$. We select the other curves, $C_1, C_3, \ldots, C_q$, used in the construction of a line complex, without any additional requirements. Now it is easy to verify that it suffices to construct a line complex with the prescribed ramification and the additional restriction that on the boundary of an elementary 1-region corresponding to the point $a_1$ (point $a_2$) there is an internal (external) vertex with the property that these vertices are the ends of the same edge with label 2.

**Case (j).** We shall distinguish two subcases: (j1) when $2\Lambda(a_1) + 2\lambda_1(a_2) + 2 \leq 2n$; (j2) when $2\Lambda(a_1) + 2\lambda_1(a_2) + 2 = 2n + 2p, p > 0$.

**Subcase (j1).** Take as an elementary 1-region a Jordan $(2\lambda_1(a_1) + 2)$-gon. Mark an internal vertex $\alpha$ on its boundary and join as an elementary 2-region $G_2$ a Jordan $(2\lambda_1(a_2) + 2)$-gon using the operation $U(G_1, G_2, \alpha, 1)$. We mark on the
boundary of $G_2$ an external vertex $\beta$, which is the first after $\alpha$ if we go along the boundary of $G_2$ in the negative direction, and an internal vertex $\alpha'$ separated from $\alpha$ by four edges. We join to the region $\Delta = (G_1 \cup G_2) \setminus \partial(G_1 \cup G_2)$ an elementary 1-region $G_3$ which is a Jordan $(2\lambda_2(a_1) + 2)$-gon, using the operation $U(\Delta_3, G_3, \beta, 1)$. Then we join to $\Delta_3 = (\Delta_2 \cup G_3) \setminus \partial(\Delta_2 \cup G_3)$ an elementary 1-region $G_4$ which is a Jordan $(2\lambda_3(a_1) + 2)$-gon using the operation $U(\Delta_3, G_4, \alpha', 1)$. It is easy to see that the boundary of the region $\Delta_4 = (\Delta_3 \cup G_4) \setminus \partial(\Delta_3 \cup G_4)$ contains

$$2(\lambda_1(a_1) + \lambda_2(a_1) + \lambda_3(a_1) + \lambda_1(a_2)) + 2 = 2\Lambda(a_1) + 2\lambda_1(a_2) + 2 < 2n$$

vertices. After that we successively join to $\Delta_4$ elementary 3-, 4-, ..., $q$-regions in the same way as in the proof of Theorem 4.1, but now the role of the region $G_1$ is played by the region $\Delta_4$, and the number $p$, $2 \leq p < q$ is defined as the largest integer satisfying $2 + 2\Lambda(a_1) + 2\sum_{j=2}^{p} \lambda_1(a_j) \leq 2n$ (cf. (4.3). We leave the details of the construction to interested readers. Examples of line complexes, corresponding to the cases when $p = 2$ and when $p = 3$ are shown on Fig. 29 and Fig. 30.

**Subcase** ($j_2$). By (4.6) we have $p < \Lambda(a_1)$. Therefore we can write $p = p_1 + p_2 + p_3$, where $0 \leq p_k \leq \lambda_k(a_1)$, $k = 1, 2, 3$. Take as an elementary 1-region $G_1$ a Jordan $(2\lambda_1(a_1) + 2)$-gon. We mark on its boundary an internal vertex $\alpha$ and join as an elementary 2-region $G_2$ a Jordan $(2\Lambda_1(a_2) + 2)$-gon using the operation $U(G_1, G_2, \alpha, 2p_3+1)$. The inequality (4.5) implies that $2p \leq 2\lambda_1(a_2) - 4 = (2\lambda_1(a_2) + 2) - 6$. Therefore the indicated operation of joining, as well as the next two, is admissible. We mark on the boundary of $G_2$ an external vertex $\beta$ which is the first after $\alpha$ as we go around the boundary of $G_2$ in the negative direction. We join to the region $\Delta_2 = (G_1 \cup G_2) \setminus \partial(G_1 \cup G_2)$ an elementary 1-region $G_3$ which is a Jordan $(2\lambda_2(a_1) + 2)$-gon using the operation $U(\Delta_2, G_3, \beta, 2p_2 + 1)$. The Jordan arc $\partial G_3 \cap \partial \Delta_2$ has two ends: one is in the vertex $\beta$, the other is in an internal vertex, which we denote by $\beta'$. We mark on the boundary of $G_2$ an external vertex $\alpha'$, which is the first external vertex after $\beta'$ if we go around the boundary of $G_2$ in the negative direction. We join to the region $\Delta_3 = (\Delta_2 \cup G_3) \setminus \partial(\Delta_2 \cup G_3)$ an elementary 1-region $G_4$, which is a Jordan $(2\lambda_3(a_1) + 2)$-gon, using the operation $U(\Delta_3, G_4, \alpha', 2p_3+1)$. It is easy to count that the region $\Delta_4 = (\Delta_3 \cup G_4) \setminus \partial(\Delta_3 \cup G_4)$ contains $2(p_1 + p_2 + p_3) = 2p$ vertices, and the boundary of $\Delta_4$ contains $2n - 2p$ vertices. Let

$$\Delta_s = (\Delta_{s-1} \cup \bar{G}_s) \setminus \partial(\Delta_{s-1} \cup \bar{G}_s),$$

$5 \leq s \leq q+1$, $G_s$ be an elementary $(s-2)$-region, which is a Jordan $(2\lambda_1(a_{s-2})+2)$-gon, joined to $\Delta_{s-1}$ using the operation $U(\Delta_{s-1}, G_s, \alpha, 2\lambda_1(a_{s-2}) + 1)$. It is easy to count that the boundary of $\Delta_{q+1}$ contains

$$2n - 2p - \sum_{j=3}^{q-1} \lambda_1(a_j) = 2n - (2\Lambda(a_1) + 2\lambda_1(a_2) + 2 - 2n) - 2\sum_{j=3}^{q-1} \lambda_1(a_j)$$

$$= 4(n-1) + 2 - 2\Lambda(a_1) - 2\sum_{j=2}^{q-1} \lambda_1(a_j) = 2\lambda_1(a_q) + 2$$

vertices. We take as an elementary $q$-region the complement of $\Delta_{q+1}$ in the extended complex plane. We have constructed all elementary regions, and, replacing some of
the edges by edge bundles, we get the desired line complex. An example of a line complex corresponding to the case (j₂) is shown on Fig. 31.

**Case (k).** The argument is completely analogous to the argument in the case (j), the only difference is that we do not need to join to Δ₃ the third elementary 1-region. We leave the detailed argument in this case to interested readers. An example of a line complex corresponding to the case (k) is shown on Fig. 32. Note also, that if the relation (4.5) is satisfied with λ₁(a₂) ≥ 2, then the case (k) is reduced to the case (j) with λ₃(a₁) = 0.

**Remark.** It is clear that in the condition of Theorem 4.3 we may assume that the point a₂ is outside γ, and the points a₃, ..., a₉ are inside this curve.

**Exercise.** Prove the following statement. Let q ≥ 4 distinct complex numbers a₁, ..., a₉ and a J'-curve γ with ends at the point a₁ be given, moreover, let points a₂, ..., a_r, 2 < r < q, be inside the curve γ, and the points a_{r+1}, ..., a₉ be outside the curve γ. Then each of the classes

(l) F(n; a₁ : λ₁(a₁), λ₂(a₁), λ₃(a₁), a₂ : λ₁(a₂); a₃ : λ₁(a₃), 0; ..., a_{q-1} : λ₁(a_{q-1}), 0; a_q : λ₁(a_q)), where λₖ(a₁) ≥ 0, k = 1, 2, 3; λ₁(a₂) ≥ 2;

(m) F(n; a₁ : λ₁(a₁), λ₂(a₁); a₂ : λ₁(a₂); a₃ : λ₁(a₃), 0; ..., a_{q-1} : λ₁(a_{q-1}); a_q : λ₁(a_q)), where λₖ(a₁) ≥ 0, k = 1, 2;

contains a Riemann surface F on which a J'-curve Γ with the ends a₁ and a₉ ∈ F, such that the curve Γ without ends is projected in a one-to-one way onto γ \ {a₁}, and the point a₂ is a ramification point of order λₖ(a₁) lying over a₁, k = 1, 2.

Fig. 33, containing a “typical” line complex corresponding to the case (l) can be considered as a hint showing the changes which should be made in the proof of Theorem 4.3 (cf. Fig. 31) in order to get the desired statement.

5. **Statement of the inverse problem of the value distribution theory.**

Riemann surfaces with finitely many logarithmic ends

The direct problem of the value distribution theory is the problem of determination of the distribution of deficiencies and indices of a given meromorphic function. The inverse problem consists in finding a meromorphic function having the prescribed distribution of deficiencies and indices. In the general form the inverse problem of the value distribution theory for meromorphic function (later on we shall call it briefly ‘the inverse problem’) is stated in the following way:

Let a₁, a₂, ..., be a (finite or infinite) sequence of complex numbers. Suppose that for each member of this sequence numbers δ(aₖ) and ε(aₖ) are given, and these numbers satisfy the conditions

\begin{align}
0 < δ(aₖ) + ε(aₖ) &≤ 1, \ k = 1, 2, \ldots, \\
\sum_k (δ(aₖ) + ε(aₖ)) &≤ 2.
\end{align}

The problem is to find a meromorphic function having at the points aₖ, k = 1, 2, ..., deficiencies δ(aₖ) and indices ε(aₖ), and having no other deficient or index values in the complex plane.
7. APPLICATIONS OF RIEMANN SURFACES TO VALUE DISTRIBUTION

The most interesting is the study of the distribution of deficiencies. For this reason the inverse problem is often considered in more narrow form, with no restriction on indices. Thus, the “restricted” inverse problem, as we shall call it, is the following:

Let \( \{a_k\} \) be a (finite or infinite) sequence, let \( \delta(a_k) \) be numbers corresponding to the elements of the sequence and satisfying the conditions \( 0 < \delta(a_k) \leq 1 \) and

\[
\sum_k \delta(a_k) \leq 2. \tag{5.3}
\]

The problem is to find a meromorphic function \( f(z) \) such that \( \delta(a_k, f) = \delta(a_k), k = 1, 2, \ldots, \) and \( \delta(a, f) = 0 \) for all \( a \neq a_k, k = 1, 2, \ldots; \) or to prove that such functions do not exist.

Solutions of the inverse problem can be sought among meromorphic functions belonging to some class \( C \), for example, to the class of entire functions (in this case we, of course, require \( a_1 = \infty \) and \( \delta(\infty) = 1 \)) or to the class of meromorphic functions of finite order. In such a case we say that the inverse problem is solved in the class \( C \).

The complete solution of the inverse problem is still unknown.\(^7\) Fuchs and Hayman \([FH62]\) (see also \([Hay64, \S 4.1]\)) found a complete solution of the “restricted” inverse problem in the class of entire functions of infinite order. For this result we refer the reader to the mentioned book of Hayman. All other cases in which the solutions of the inverse problem are known today will be presented in this chapter.

We shall consider the inverse problem in the class of meromorphic functions of finite order without mentioning this explicitly. Further, we restrict our attention to the case when the number of points \( \{a_k\} \) is finite: \( a_1, a_2, \ldots, a_q \). Although, as we saw in Chapter 4, the set of deficient values of a meromorphic function of a finite positive order can be an arbitrarily prescribed countable set, the deficiencies in the points of this set cannot be prescribed arbitrarily, since besides the inequality (5.3) they satisfy some additional relations (see the commentary to Chapter 7). The fact that the deficiencies, besides the inequality (5.3) should satisfy some additional conditions, which are almost unexplored yet, makes the solution of the inverse problem for countable sets \( \{a_k\} \) extremely complicated. As for the set of index values, we can easily get rid of the requirement of its finiteness and introduce this requirement only to make our presentation more accessible. In fact, as we shall see, in the case when the set \( \{a_k\} \) is finite it suffices to consider rather simple class \( F_q \) of Riemann surfaces. However, in the corresponding place we shall provide hints which can be used to generalize the obtained results to the case when the set of index values is infinite.

So we shall solve the inverse problem assuming that the set \( \{a_k\} = \{a_1, a_2, \ldots, a_q\} \) is finite. Besides, we shall assume that all numbers \( a_j, 1 \leq j \leq q \), are finite. Obviously the latter assumption does not reduce the generality because we can pass to the general case using a linear-fractional transformation.

Now we shall prove one theorem due to R. Nevanlinna \([NevR32b]\) (see, also \([NevR74, \text{n. 257}]\)). Although this theorem will be considerably generalized in subsequent sections, we present it here not so much because it is historically the first example of a rather general solution of the inverse problem, but because the

\(^7\)Now it is solved. About this and other problems mentioned in this page, see the survey in the end of the book.
main idea of the proof (it is different from the original proof due to R. Nevanlinna) will be used in what follows, and here it is not concealed by technicalities.

**Theorem 5.1.** Let \( q \geq 2 \), let \( a_1, \ldots, a_q \) be complex numbers, and \( \delta(a_j), 0 < \delta(a_j) \leq 1 \), be rational numbers satisfying \( \sum_{j=1}^{q} \delta(a_j) = 2 \). Then there exists a meromorphic function \( f(z) \) whose deficiency at the point \( a_j \) is equal to \( \delta(a_j) \), \( 1 \leq j \leq q \).

First we introduce a class of Riemann surfaces, the so-called surfaces with finitely many logarithmic ends, and study the value distribution of the meromorphic mapping functions.

Let \( a_1, \ldots, a_q \) be a set of distinct complex numbers \( (q \geq 2) \), for simplicity we assume that they are finite. Take a finite sequence of numbers \( b_1, b_2, \ldots, b_p \), all members of which are taken from the set \( \{a_1, \ldots, a_q\} \), moreover, the number \( a_j \) \( (1 \leq j \leq q) \) is repeated \( p_j \) times in the sequence \( \{b_k\} \), also we assume that the sequence satisfies \( b_k \neq b_{k-1}, b_{k+1} \) \((b_0 = b_p, b_{p+1} = b_1)\). It is clear that \( \sum_{j=1}^{q} p_j = p \) and \( p_j \leq p/2 \) for \( 1 \leq j \leq q \). Take a simply connected finite-sheeted Riemann surface \( K \) with boundary,\(^8\) bounded by a closed Jordan curve \( C \), consisting of \( p \) \( J \)-curves \( \sigma_k = B_k B_{k+1} \), where the point \( B_k \) is projected onto the point \( b_k \). Here and later on all indices \( k \) will be taken modulo \( p \), that is, \( k = 0 \) should be replaced by \( k = p \), and \( k = p + 1 \) should be replaced by \( k = 1 \). The surface \( K \) can be constructed, for example, in the following way. We draw a closed Jordan curve \( c \) through the points \( a_1, a_2, \ldots, a_q \) in the \( w \)-plane, having a continuous curvature and consisting of line segments in sufficiently small neighborhoods of points \( a_j \). Let \( w_0 \) be a point inside \( c \). We consider a path on the curve \( c \) which passes through points \( b_1, b_2, \ldots, b_p, b_1 \) moving along \( c \) in the positive direction only (of course, when we move along \( c \) from \( b_j \) to \( b_{j+1} \) we can pass through some other points \( b_k \)). Then \( \arg(w - w_0) \) will get an increment \( 2\pi\nu \), where \( \nu \) is a positive integer. We can take as \( K \) a part of the Riemann surface of the function \( (w - w_0)^{1/\nu} \) (that is, a part of the Riemann surface corresponding to the function \( w = w_0 + z^\nu \)), covering the interior of the curve \( c \). Then the boundary of \( K \) will play the role of \( C \), and, obviously, the points \( B_k \) can be placed on the curve \( C \) in the desired way. If \( p_j = 1 \) for all \( j \), we can take as \( K \) the interior of the curve \( c \).

Let \( \Lambda \) be a Riemann surface corresponding to the function \( w = (be^z - a)/(e^z - 1) \) (that is, the Riemann surface of the function \( z = \ln((w - a)/(w - b)) \)), with logarithmic ramification points over \( a \) and \( b \), \( a \neq b \). If we join these logarithmic ramification points by a \( J \)-curve \( \Gamma \) on \( \Lambda \) (this curve does not have ends since the surface \( \Lambda \) does not cover the points \( a \) and \( b \), but as a point moves along \( \Gamma \) in each of the two possible directions, it tends to the corresponding logarithmic ramification points), and make a cut along this curve, the surface \( \Lambda \) will be decomposed into two parts \( \Lambda_1 \) and \( \Lambda_2 \), each of them is called a logarithmic end. The curve \( \Gamma \) oriented in such a way that the region \( \Lambda_j \) \( (j = 1, 2) \) is on the left, is called the boundary of the logarithmic end \( \Lambda_j \). For each of the logarithmic ends we shall say that it has logarithmic ramification points over \( a \) and \( b \).

\(^8\)S. Stoëllov [Sto62, Vol. 2, Ch.VII,§5] uses the term polyhedral regions for Riemann surfaces with boundary.
Now we take \( p \) logarithmic ends \( \Lambda_k, 1 \leq k \leq p \), where the end \( \Lambda_k \) has logarithmic ramification points over \( b_k \) and \( b_{k+1} \), and its boundary is the \( J \)-curve \( \sigma_k = B_{k+1}B_k \). We paste to the Riemann surface \( K \) with the points \( B_k, 1 \leq k \leq p \), excluded, the logarithmic ends \( \Lambda_k \) along the curves \( \sigma_k \) for all \( k, 1 \leq k \leq p \). We get a Riemann surface \( F \) which is called a Riemann surface with \( p \) logarithmic ends. The part \( K \) of the Riemann surface \( F \) is called its pseudokernel (clearly it is not uniquely determined). If we exclude from \( K \) sufficiently small one-sheeted neighborhoods of the boundary points \( B_k, 1 \leq k \leq p \), we get a Riemann surface with boundary \( K_0 \) which is called the kernel of the Riemann surface \( F \). The Riemann surface \( F \) has at most finitely many algebraic ramification points, all of which belong to \( K \), and \( p \) logarithmic ramification points \( \tilde{B}_1, \ldots, \tilde{B}_p \), which are projected onto the points \( a_1, \ldots, a_q \), moreover, there are \( p_j \) logarithmic ramification points over \( a_j \).

Sufficiently small \( \varepsilon \)-neighborhood of the logarithmic ramification point \( \tilde{B}_k \) contains an \( \varepsilon \)-neighborhood of the boundary point \( B_k \) on \( K \) and intersects the logarithmic ends \( \Lambda_k \) and \( \Lambda_{k-1} \). It is clear that the Riemann surface \( F \) belongs to the class \( F_{q_1}, q_1 \geq q \). The line complex of a Riemann surface with five logarithmic ends (the sequence \( b_k \) is of the form \( a_1, a_2, a_1, a_3, a_2 \), \( \nu = 3 \)) is shown in Fig. 34. See, also, Fig. 10 and 11. The line complex of a surface with \( p \) logarithmic ends has \( p \) elementary logarithmic regions, which are separated from each other by parts of the complex which have the form of a sequence of vertices, each of which is the end of exactly two bundles, so that bundles and vertices alternate in the following way: bundle, vertex, bundle, vertex, \ldots. These parts of the line complex are also often called logarithmic ends because they, in some sense, correspond to logarithmic ends of the Riemann surface. More precisely, if a point moves along a logarithmic end of the line complex visiting successively all vertices contained in it, then the corresponding point on the Riemann surface is moving on certain logarithmic end \( \Lambda \), moving from sheet to sheet, and moving away from the boundary of \( \Lambda \).

Now we construct a homeomorphic mapping of the Riemann surface \( F \) onto the complex \( \zeta \)-plane, which is quasiconformal on \( F \backslash K_0 \). Let us agree that to all regions on \( F \), which we consider, we join their boundary points belonging to \( F \).

Take pairwise disjoint \( 2\varepsilon \)-neighborhoods \( U(2\varepsilon, \tilde{B}_k) \) of the logarithmic ramification points \( \tilde{B}_k \), where \( \varepsilon \) is so small that \( U(2\varepsilon, \tilde{B}_k) \cap K \) is a disc sector with the vertex at \( B_k \), which does not contain algebraic ramification points and is bounded by two radii and an arc which is projected into the circle \( \{|w - b_k| = 2\varepsilon\} \). The radian measure of the arc can exceed \( 2\pi \), so the sector is not necessarily one-sheeted. We make a cut in \( U(\varepsilon, \tilde{B}_k) \cap K \) along a radius

\[
S_k = \{|w - b_k| \leq \varepsilon, \arg w = \alpha_k\},
\]

going out of \( B_k \). Then \( U(\varepsilon, \tilde{B}_k) \) decomposes into two parts, \( U^+(\varepsilon, \tilde{B}_k) \) and \( U^-(\varepsilon, \tilde{B}_k) \), where \( U^+(\varepsilon, \tilde{B}_k) \) has a nonempty intersection with \( \Lambda_k \) and \( U^-(\varepsilon, \tilde{B}_k) \) has a nonempty intersection with \( \Lambda_{k-1} \). Denote the kernel \( K \backslash \bigcup_{k=1}^p U(\varepsilon, \tilde{B}_k) \) by \( K_0 \). Let

\[
\lambda_k = \Lambda_k \setminus \{U(\varepsilon, \tilde{B}_k) \cup U(\varepsilon, \tilde{B}_{k+1})\},
\]

\[
\Lambda_k' = \Lambda_k \cup U^+(\varepsilon, \tilde{B}_k) \cup U^-(\varepsilon, \tilde{B}_{k+1}) = \lambda_k \cup U^+(\varepsilon, \tilde{B}_k) \cup U^-(\varepsilon, \tilde{B}_{k+1}).
\]
It is easy that
\[ F = K_0 \cup \left( \bigcup_{k=1}^{q} \Lambda_k' \right). \]

We map \( \Lambda_k' \) quasiconformally onto the upper half-plane
\[ H_k = \{ \text{Im} \zeta_k > 0 \} \]
with some trapezoid removed. To construct such mapping we do the following. We map \( U^- (\varepsilon, B_{k+1}) \) conformally onto
\[ H^-_k = \{ \xi_k < -1, \eta_k > 0 \}, \zeta_k = \xi_k + i\eta_k, \]
using the function
\[ \zeta_k = \ln \frac{w - b_{k+1}}{\varepsilon} - 1 - i\alpha_{k+1}, \]
where the branch of the logarithm is chosen in such a way that the point \( w \in S_{k+1} \) is mapped onto \( \zeta_k = \xi_k = \ln \frac{|w - b_{k+1}|}{\varepsilon} - 1 \). Similarly, we map \( U^+ (\varepsilon, B_k) \) conformally onto
\[ H^+_k = \{ \xi_k > 1, \eta_k > 0 \} \]
using the function
\[ \zeta_k = \ln \frac{\varepsilon}{w - b_k} + 1 + i\alpha_k, \]
where the branch of the logarithm is chosen in such a way that the point \( w \in S_k \) is mapped onto \( \zeta_k = \xi_k = \ln \frac{\varepsilon}{|w - b_k|} + 1 \).

We cut \( \Lambda_k \) along all \( J \)-curves lying over \( \sigma_k \). Then the Riemann surface \( \lambda_k \) decomposes into one-sheeted regions \( \Phi_j^{(k)}, j = 1, 2, \ldots, \) each of which has the form of the extended complex \( w \)-plane with the discs \( \{ |w - b_k| < \varepsilon \} \) and \( \{ |w - b_{k+1}| < \varepsilon \} \) removed, and a cut \( \sigma_k^0 \) along those part of the curve \( \sigma_k \) which lies outside these discs. We denote the boundaries of this cut by \( \sigma_k^+ \) and \( \sigma_k^- \) depending on whether the positive direction on this boundary (that is, the direction for which the region is on the left) coincides with the direction from \( b_k \) to \( b_{k+1} \) on \( \sigma_k \), or with the direction from \( b_{k+1} \) to \( b_k \). We map \( \Phi_j^{(k)} \) quasiconformally onto the rectangle
\[ Q = \{ -1 < \xi_k < 1, \ 0 < \eta_k < 2\pi \} \]
in such a way that the circle \( \{ |w - b_{k+1}| = \varepsilon \} \) is mapped onto the segment \( \{ \xi_k = -1, \ 0 \leq \eta_k \leq 2\pi \} \), the circle \( \{ |w - b_k| = \varepsilon \} \) is mapped onto the segment \( \{ \xi_k = 1, \ 0 \leq \eta_k \leq 2\pi \} \), \( \sigma_k^+ \) is mapped onto the segment \( \{ \eta_k = 2\pi, \ -1 \leq \xi_k \leq 1 \} \), and \( \sigma_k^- \) is mapped onto the segment \( \{ \eta_k = 0, \ -1 \leq \xi_k \leq 1 \} \), moreover, the distortion is constant on each of the sides of the rectangle. The existence of such quasiconformal mapping with a bounded characteristic follows from Example 5 from Section 2. Each point from \( \lambda_k \) which is projected into \( \sigma_k \), lies simultaneously on the boundary \( \sigma_k^+ \) of some \( \Phi_j^{(k)} \), and on the boundary \( \sigma_k^- \) of the region \( \Phi_{j+1}^{(k)} \). Under the mapping onto \( Q \) this point is mapped either onto the point \((\xi, 0)\), or onto the point \((\xi, 2\pi)\) depending on whether we mapped \( \Phi_{j+1}^{(k)} \) or \( \Phi_j^{(k)} \), but the \( x \)-coordinate in both cases will be the same, since the distortion \( |dw/d\zeta_k| \) on the horizontal sides of the rectangle is constant and is equal to \( \frac{1}{2} \text{length}(\sigma_k^0) \). Therefore, making additional
vertical shifts of the rectangles $Q$ corresponding to $\Phi_j^{(k)}$, $j = 1, 2, \ldots$, we can paste them and get a half-strip $L_k = \{-1 < \xi_k < 1, \eta_k > 0\}$. In such a way we get a quasiconformal mapping $\zeta_k = \omega_k(w)$ of the surface $\lambda_k$ onto $L_k$, moreover, $\omega_k(w)$ maps $\Phi_j^{(k)}$ onto
\[
Q_j^{(k)} = \{-1 < \xi_k < 1, 2\pi(j - 1) < \eta_k < 2\pi j\}.
\]
The mapping $\omega_k(w)$ has a bounded characteristic, and a constant distortion
\[
\frac{d\zeta_k}{dw} = 1/\varepsilon
\]
on the part of the boundary of $\lambda_k$ which is projected into $\{|w - b_k| = \varepsilon\}$ or $\{|w - b_{k+1}| = \varepsilon\}.

The function $\zeta_k = \omega_k(w)$ maps the part of the boundary of $\lambda_k$, which is projected into $\{|w - b_{k+1}| = \varepsilon\}$, into $\{|\xi_k = -1, \eta_k \geq \theta_{k+1}^+\}$, and the same set of points considered as a part of the boundary of $U^-(\varepsilon, \bar{B}_{k+1})$ is mapped by the function (5.4) into $\{|\xi_k = -1, \eta_k \geq \theta_{k+1}^-\}$, where $\theta_{k+1}^+ > 0$ is the angle between $S_{k+1}$ and $\sigma_k$ at the point $B_{k+1}$, moreover, the distortion is constant and satisfies the relation (5.6).

Similarly, the part of the boundary of $\lambda_k$ which is projected into $\{|w - b_k| = \varepsilon\}$, on one hand, is mapped by the function $\omega_k(w)$ into $\{|\xi_k = 1, \eta_k \geq 0\}$, and on the other hand, is mapped by the function (5.5) into $\{|\xi_k = 1, \eta_k + \theta_k^+\}$, where $\theta_k^+ > 0$ is the angle between $S_k$ and $\sigma_k$ at the point $B_k$.

Denote by $T_k$ the trapezoid with vertices at the points $(-1, 0), (1, 0), (1, \theta_k^+), (-1, \theta_{k+1}^+)$. We map quasiconformally $L_k$ onto $L_k \setminus T_k$ using the mapping
\[
\zeta_k = \tilde{\omega}_k(\zeta_k) = \xi_k + i \left\{ \eta_k + \frac{\theta_k^- - \theta_{k+1}^-}{2} \xi_k + \frac{\theta_k^+ + \theta_{k+1}^+}{2} \right\}.
\]
This quasiconformal mapping (cf. Example 2 from Section 2) is affine, has a bounded characteristic, and reduced to vertical shifts on the vertical sides of $L_k$.

Each rectangle $Q_j^{(k)}$ is mapped onto some parallelogram by the mapping $\tilde{\omega}_k(\zeta_k)$. The function $\zeta_k = \Omega_k(w) = \tilde{\omega}_k(\omega_k(w))$ maps $\lambda_k$ onto $L_k \setminus T_k$ quasiconformally and with the bounded characteristic $p(w, \zeta_k) \leq M$, moreover, now points of the part of the boundary of $\lambda_k$ which are projected into $\{|w - b_{k+1}| = \varepsilon\}$ (into $\{|w - b_k| = \varepsilon\}$) are mapped onto the same points on $\{|\xi_k = -1, \eta_k \geq \theta_{k+1}^-\}$ (on $\{|\xi_k = 1, \eta_k \geq \theta_k^+\}$) both under the mapping $\zeta_k = \Omega_k(w)$ and under the mapping (5.4) (mapping (5.5)).

We have got a quasiconformal mapping $\zeta_k = \Omega_k^0(w)$ of the surface $\Lambda_k^0$ onto $H_k \setminus T_k$, which is represented by the function (5.4) on $U^-(\varepsilon, \bar{B}_{k+1})$, by the function (5.5) on $U^+(\varepsilon, \bar{B}_k)$, and by the function $\Omega_k(w)$ on $\lambda_k$, where the first two functions are conformal mappings, and the last function is a quasiconformal mapping with a bounded characteristic. Therefore
\[
\int \int_{H_k \setminus T_k} \{p(\zeta_k, w) - 1\} d\sigma(\ln \zeta_k) = \int \int_{L_k \setminus T_k} \{p(\zeta_k, w) - 1\} d\sigma(\ln \zeta_k) \leq M \int \int_{L_k \setminus T_k} d\sigma(\ln \zeta_k)
\]
\[
= M \int \int_{L_k \setminus T_k} \frac{d\sigma(\zeta_k)}{|\zeta_k|^2} \leq M' < \infty.
\]
Let $w = \psi_k(\zeta_k)$ be the inverse function of $\zeta_k = \Omega_k^0(w)$, mapping $H_k \setminus T_k$ onto $\Lambda_k$. Denote by $n_k(r, a)$ the number of $a$-points of the function $\psi_k(\zeta_k)$ in $(H_k \setminus T_k) \cap \{ |\zeta_k| \leq r \}$, ...
r. It is easy to see that \( \psi_k(\zeta_k) \neq b_k, b_{k+1} \) and \( \nu(r, b_k) \equiv 0, \nu(r, b_{k+1}) \equiv 0. \) If \( a \neq b_k, b_{k+1}, \) then the \( a \)-points \( \psi_k(\zeta_k) \) form a sequence \( \psi_k(0)(a) + 2\pi im, m = 0, 1, 2, \ldots. \) Therefore \( \nu_k(r, a) \sim r/(2\pi) \) as \( r \to \infty \) for all \( a \neq b_k, b_{k+1}. \)

Now we observe that the point \( w \in S_k, \) as we have already mentioned, is mapped onto the point \( \xi_k = \ln \frac{w - b_k}{|w - b_k|} + 1 \) on the boundary of \( H_k \setminus T_k, \) and onto the point \( \xi_{k-1} = \ln \frac{|w - b_k|}{|w - b_k| - 1} = -\xi_k \) on the boundary of \( H_{k-1} \setminus T_{k-1}. \) Therefore, if we map \( H_k \setminus T_k \) using the function

\[
\zeta = \frac{2}{\pi} \sum_{k=1}^{p} \arg \zeta < \frac{2\pi}{p}, \quad k = 1, 2, \ldots, p,
\]

onto some region \( \Xi_k, \) which is the angle \( \left\{ \frac{2\pi}{p}(k-1) < \arg \zeta < \frac{2\pi}{p} k \right\} \) with some bounded region deleted, then the points on the surface \( F \) which correspond to a point \( \zeta \) from \( \partial \Xi_{k-1} \cap \partial \Xi_k = \left\{ \arg \zeta = \frac{2\pi}{p}(k-1), |\zeta| \geq 1 \right\} \) under the mappings \( w = \psi_k((-1)^{k-1}\zeta^{p/2}) \) and \( w = \psi_{k-1}((-1)^{k}\zeta^{p/2}) \) are the same. Then the function

\[
\zeta = \zeta(w) = \{ \Omega_k^0(w) \} \frac{2}{\pi} e^{i\frac{2\pi}{p}(k-1)}, \quad k = 1, 2, \ldots, p,
\]

realizes a quasiconformal mapping of the part of the simply connected Riemann surface \( F \setminus K_0 = \bigcup_{k=1}^{p} A_k' \) onto \( \bigcup_{k=1}^{p} \Xi_k. \) We map the Riemann surface \( K_0 \) homeomorphically onto the region \( \{|\zeta| < \infty\} \setminus \bigcup_{k=1}^{p} \Xi_k \) in such a way that the points \( w \in \partial K_0 \) are mapped in the same way as by the function \( \zeta = \zeta(w) \) defined by the formulas (5.9). Thus we get a homeomorphic mapping \( \zeta = \zeta(w) \) of the Riemann surface \( F \) onto \( \{|\zeta| < \infty\} \).

Thus we have proved that the Riemann surface \( F \) is simply connected. Let \( z = z(w) \) be a conformal mapping of \( F \) onto \( \{|z| < R\}, \) \( R < \infty. \) We define a homeomorphic mapping \( z = z(\zeta) \) of the complex \( \zeta \)-plane onto \( \{|z| < R\} \) as a composition of two mappings \( \{|\zeta| < \infty\} \to F \to \{|z| < R\}, \) moreover on \( \bigcup_{k=1}^{p} \Xi_k \) this mapping is quasiconformal with the characteristic \( p(\zeta, z) = p(\zeta, w) = p(\zeta_k, w), \) where \( \zeta \) and \( \zeta_k \) are connected by the formulas (5.8).

Taking into account (5.7) we get

\[
\int\int_{\bigcup_{k=1}^{p} \Xi_k} \{p(\zeta, w) - 1\} d\sigma(\ln \zeta) = \sum_{k=1}^{p} \int_{\Xi_k} \{p(\zeta, w) - 1\} d\sigma(\ln \zeta)
= \sum_{k=1}^{p} \int_{H_k \setminus T_k} \{p(\zeta_k, w) - 1\} \frac{d\sigma(\ln \zeta_k)}{d\sigma(\ln \zeta)} d\sigma(\ln \zeta_k)
= \sum_{k=1}^{p} \frac{1}{p} \int_{H_k \setminus T_k} \{p(\zeta_k, w) - 1\} d\sigma(\ln \zeta_k) \leq \frac{1}{p} M' < \infty.
\]

Thus, the mapping \( z = z(\zeta) \) satisfies the condition of Theorem 3.1 (O. Teichmüller theorem). Hence \( R = \infty \) and the surface \( F \) is of parabolic type. The meromorphic

---

9It is possible to map \( K_0 \) by a quasiconformal mapping also, then the mapping \( \zeta = \zeta(w) \) would be quasiconformal everywhere on \( F. \)
function \( w = f(z) \) mapping \( \{ |z| < \infty \} \) onto \( F \) can be normalized in such a way that the function \( \zeta = \zeta(z) = \zeta[f(z)] \), mapping the complex \( z \)-plane onto the complex \( \zeta \)-plane satisfies the condition

\[
\lim_{z \to \infty} \frac{\zeta(z)}{z} = \lim_{\zeta \to \infty} \frac{z(\zeta)}{\zeta} = 1.
\]

Let \( w = \varphi(\zeta) \) be the inverse function to \( \zeta = \zeta(w) \), \( \varphi \) maps \( \{ |\zeta| < \infty \} \) onto the surface \( F \). Outside \( \bigcup_{k=1}^{p} \Xi_k \) the function \( \varphi(\zeta) \) has at most finitely many \( a \)-points for each \( a \). It is not difficult to count, using (5.8), that

\[
n(r, a, \varphi) = O(1) + \sum_{k=1}^{p} \nu_k(r^{p/2}, a) \sim \left\{ \begin{array}{ll}
\frac{p}{2\pi} r^\frac{p}{2} & \text{for } a \neq a_1, \ldots, a_q, \\
\frac{p - 2p_j}{2\pi} r^\frac{p}{2} + O(1) & \text{for } a = a_j, 1 \leq j \leq q,
\end{array} \right.
\]

since for \( a = a_j \) exactly \( 2p_j \) of the functions \( \nu_k(r, a) \) are identically zero. The summand \( O(1) \) in (5.12) is essential only for those \( a_j \), for which \( 2p_j = p \), if there are any. Note that the pseudokernel \( K \) can always be chosen in such a way that it does not cover the points \( a_j, 1 \leq j \leq q \) (this is what happens in the construction of a pseudokernel which was given as an example). Then the summand \( O(1) \) in (5.12) is absent (it appears because of the points on \( K_0 \) which are projected onto \( a_j \)), and if \( 2p_j = p \), the function \( f(z) \) does not take the value \( a_j \).

The equality (5.10) implies

\[
n(r, a, f) = O(1) + \sum_{k=1}^{p} \nu_k(r^{p/2}, a) \sim
\]

so

\[
N(r, a, f) \sim \frac{1}{\pi} r^\frac{p}{2} \quad \text{for } a \neq a_1, \ldots, a_q,
\]

and

\[
N(r, a, f) \sim \frac{1}{\pi} \left( 1 - \frac{2p_j}{p} \right) r^\frac{p}{2} + O(\ln r) \quad \text{for } a = a_j, 1 \leq j \leq q.
\]

Take \( a \neq a_1, \ldots, a_q \) such that the Valiron deficiency \( \Delta(a, f) = 0 \). Then (5.13) implies that

\[
T(r, f) \sim \frac{1}{\pi} r^\frac{p}{2}.
\]

On one hand, the relation (5.14') implies that the function \( f(z) \) has a normal type of order \( \rho = p/2 \), on the other hand, using (5.13) and (5.14) we find that

\[
\delta(a, f) = \Delta(a, f) = \left\{ \begin{array}{ll}
0 & \text{for } a \neq a_1, \ldots, a_q, \\
\frac{2p_j}{p} & \text{for } a = a_j, 1 \leq j \leq q.
\end{array} \right.
\]
moreover, by the corollary of Theorem 6.5 from Chapter 4, (5.15) remains true for each normalization of the function $f(z)$ mapping $\{ |z| < \infty \}$ onto $F$, that is, for all $f(Az + B)$, $A \neq 0$. We have

(5.16)  \[ \sum_{j=1}^{p} \delta(a_j, f) = \frac{2}{p} \sum_{j=1}^{p} p_j = 2. \]

If we let $p$ be an odd number $\geq 3$, we get examples of meromorphic functions with properties similar to the properties of functions from Example 8 from Section 5 of Chapter 5.

Now it is not difficult to prove Theorem 5.1. We write the rational numbers $\delta(a_j)/2$ in the form $\delta(a_j)/2 = p_j/p$, where $p_j$ and $p$ are positive integers. Since $\sum_{j=1}^{p} \delta(a_j) = 2$, we have $\sum_{j=1}^{q} p_j = p$. Besides, it is obvious that $p_j \leq p/2$, $1 \leq j \leq q$. It is clear that we can find a sequence $b_1, \ldots, b_p$ whose elements belong to the set $\{ a_1, \ldots, a_q \}$, and the value $a_j$ ($1 \leq j \leq q$) occurs $p_j$ times in the sequence $b_1, \ldots, b_p$, and $b_k \neq b_{k-1}, b_{k+1}$. Constructing for such sequence $b_1, \ldots, b_p$ a surface $F$ with $p$ logarithmic ends in the way described above, we get, that for the mapping function $f(z)$ the formulas (5.1) hold, that is, the deficiency at the point $a_j$ is equal to $\delta(a_j)$, $1 \leq j \leq q$, and there are no other deficient values.

If $\delta(a_j) = 1$, then the surface $F$ can be chosen in such a way that it does not cover the point $a_j$, that is, $f(z) \neq a_j$ for all $z$.

6. Almost periodic ends

In the construction of surfaces with logarithmic ends, which was presented in the previous section, the main role was played by the notion of a logarithmic end, a sort of a “half” of the Riemann surface of a logarithmic function. In order to solve the inverse problem for a wider class of cases than the one for which the solution is given by Theorem 5.1, we generalize the class of Riemann surfaces with finitely many logarithmic ends, to do this we first generalize the notion of a logarithmic end.

Consider a sequence $\{ \Phi_k \}$, $k = \pm 1, \pm 2, \ldots$, of closed Riemann surfaces of genus zero, all ramification points of which are projected into the points $a_1, a_2, \ldots, a_q$ only, where the points $a_1, \ldots, a_q$ are distinct. For simplicity we shall assume that the complex numbers $a_1, \ldots, a_q$ are finite. Let $b_1$ and $b_2$ be complex numbers, such that either $b_1 = a_1$, $b_2 = a_2$, or $b_1 = b_2 = a_1$. We assume that $\Phi_k = \Phi_{-k}$, $k \geq 1$.

For each Riemann surface $\Phi_k$ we make a cut $\Gamma_k$ along some J-curve with ends $B_1^k, B_2^k \in \Phi_k$, which is projected to a fixed curve $\gamma$ with ends $b_1$ and $b_2$, which does not pass through the points $a_j$, unless $a_j \neq b_1, b_2$. The case $b_1 = b_2$, which corresponds to a closed Jordan curve $\gamma$ is not excluded, but, obviously, in this case the requirement of possibility making the cut $\Gamma_k$ imposes certain restriction on the surface $\Phi_k$, for example, $\Phi_k$ cannot be a one-sheeted surface. The Riemann surface obtained from $\Phi_k$ after making the cut $\Gamma_k$ will be called a brick $\Phi_k$, $\Phi_k = \Phi_{-k}$.

Considering $\gamma$ as a cut, denote its boundaries by $\gamma^+$ and $\gamma^-$, so that in the sufficiently small neighborhood of $b_2$ the angle between $\gamma^-$ and $\gamma^+$ with the vertex at $b_2$ is equal to $2\pi$. Transferring this notation to each of the cuts $\Gamma_k$ we get the boundaries $\Gamma_k^+ \cup \Gamma_k^-$. Now we paste $\Gamma_k^+$ with $\Gamma_{k+1}^-$, $k \neq -1, 0$, and $\Gamma_{-1}^+$ with $\Gamma_1^-$. We get an open simply connected Riemann surface $\Phi$ which has two logarithmic ramification points $B_1$ and $B_2$ which are projected onto $b_1$ and $b_2$, respectively (if $b_1 = b_2$, then the correspondence between logarithmic ramification points and $b_j$,
Let $j = 1, 2$ be established in an arbitrary, but fixed way). The cut on the surface $\Phi$ along the curve $\Gamma = \Gamma_1^- = \Gamma_1^+$ divides $\Phi$ into two parts, $\Lambda_1$ and $\Lambda_2$, each of which is called an end. The boundary of the end $\Lambda_j$ is defined in the same way as for logarithmic ends.

We shall distinguish between surfaces $\Phi$ with $b_1 \neq b_2$, and with $b_1 = b_2$. Following L.I. Volkovyski˘ı [Vol50], we call the ends arising from $\Phi$ the ends of the first and the second kind, respectively.

If all $\Phi_k$ are one-sheeted, then, as is easy to see, the surface $\Phi$ is the Riemann surface of the function $\ln \frac{w-a_2}{w-a_1}$, and the ends $\Lambda_j$ are logarithmic. In the case when all bricks $\tilde{\Phi}_k$ are the same, the ends $\Lambda_j$ are called periodic\footnote{In the case of periodic ends the requirement that the curves $\Gamma_k \equiv \Gamma_1$ are $J$-curves is superfluous, since the equal bricks $\tilde{\Phi}_k \equiv \tilde{\Phi}_1$ can be pasted into a surface $\Phi$ if the cuts in $\Phi_k = \Phi_1$ are made along an arbitrary Jordan curve, the same for all $\Phi_k$.}. Ends satisfying somewhat less restrictive assumptions are called almost periodic. Before listing the assumption, we introduce some notation.

Let $m_k$ be the number of sheets on the surface $\Phi_k$.

Denote by $\Phi^\nu, \nu = 1, 2, \ldots$, the part of the Riemann surface $\Phi$ consisting of $\bigcup_{k=1}^{\nu} \tilde{\Phi}_k$, moreover we include $\Gamma_1^- = \Gamma_1^+$, but exclude $\Gamma_\nu^+$. Let $\bar{n}_\nu(a)$ be the number of the points of $\Phi^\nu$ lying over $a$, and $n_\nu(a)$ is the number of the same points, but each ramification point of order $m$ is counted $m + 1$ times. The number

$$ n_\nu = \sum_{k=1}^{\nu} m_k $$

is called the number of sheets of the surface $\Phi^\nu$. Besides, we let $n_0 = n_0(a) = 0$ for all $a$. Obviously, $\bar{n}_\nu(a) \leq n_\nu(a) \leq n_\nu$, besides, $n_\nu(a) = n_\nu$ for all $a \neq b_1, b_2$. In the case when $b_1 = b_2 = a_1$, we denote the sum over $k$, $1 \leq k \leq \nu$, of numbers of points (in the case of algebraic ramification points we take into account their orders) of the Riemann surfaces $\Phi_k \setminus \{B_k^+\}$, lying over the point $a_1$ by $n'_\nu(b_j), j = 1, 2$. It is easy to see that

$$ 2n_\nu - n'_\nu(b_1) - n'_\nu(b_2) = n_\nu - n_\nu(a_1). \tag{6.1} $$

Later on we shall write $n_\nu(b_j)$ instead of $n'_\nu(b_j)$, because it does not lead to any confusion, but will allow us not to consider the cases $b_1 = b_2$ and $b_1 \neq b_2$ separately in some formulas. By the Riemann–Hurwitz formula (4.1) the sum of all algebraic ramification points of the surface $\Phi_k$ is equal to $2m_k$, if we agree to count the orders of the points $B_k^+, j = 1, 2$, according to the number of sheets included in the cycle, that is, we add one to the order of a ramification point (or to zero, in the case of a simple point). Then it is easy to check that

$$ \sum_{j=1}^{2} (n_\nu - \bar{n}_\nu(a_j) + \sum_{j=3}^{q} (n_\nu(a_j) - \bar{n}_\nu(a_j)) $$

$$ = \sum_{j=1}^{2} (n_\nu - n_\nu(a_j) + \sum_{j=1}^{q} (n_\nu(a_j) - \bar{n}_\nu(a_j)) = 2n_\nu \tag{6.2} $$
for $b_1 \neq b_2$, and

$$n_\nu - \bar{n}_\nu(a_1) + \sum_{j=2}^{q}(n_\nu(a_j) - \bar{n}_\nu(a_j))$$

$$= (n_\nu - n_\nu(a_1)) + \sum_{j=1}^{q}(n_\nu(a_j) - \bar{n}_\nu(a_j)) = 2n_\nu \tag{6.3}$$

for $b_1 = b_2 = a_1$.

The quantities

$$\delta_g(a) = \delta_g(a, \Lambda_1) = 1 - \limsup_{\nu \to \infty} \frac{n_\nu(a)}{n_\nu} = \liminf_{\nu \to \infty} \frac{n_\nu - n_\nu(a)}{n_\nu},$$

$$\varepsilon_g(a) = \varepsilon_g(a, \Lambda_1) = \liminf_{\nu \to \infty} \frac{n_\nu(a) - \bar{n}_\nu(a)}{n_\nu},$$

will be called the geometric deficiencies and indices, respectively, of the end $\Lambda_1$, as well as of the end $\Lambda_2$, and of the surface $\Phi$. It is clear that for $a \neq b_1, b_2$ we have $\delta_g(a) = 0$, and for $a \neq a_1, \ldots, a_q$, we have $\varepsilon_g(a) = 0$. It is easy to see that $\varepsilon_g(a) + \delta_g(a) \leq 1$, $\varepsilon_g(a) \geq 0$, $\delta_g(a) \geq 0$. Besides, the equalities (6.2) and (6.3) imply that

$$\sum_a (\delta_g(a) + \varepsilon_g(a)) \leq 2,$$

moreover, the equality here takes place if and only if all geometric deficiencies and indices are obtained as exact limits, that is, for all $a$ the relations $n_\nu(a) = n_\nu(1 - \delta_g(a)) + o(n_\nu)$ and $n_\nu(a) - \bar{n}_\nu(a) = \varepsilon_g(a)n_\nu + o(n_\nu)$ hold.

For $b_1 = b_2 = a_1$ we will consider, in addition to $\delta_g(a_1)$, the quantity

$$\delta'_g(b_j) = \delta'_g(b_j, \Lambda_1) = 1 - \limsup_{\nu \to \infty} \frac{n'_\nu(b_j)}{n_\nu}, \quad j = 1, 2.$$

The equality (6.1) implies that, if $n'_\nu(b_j)/n_\nu = 1 - \delta'_g(b_j) + o(1)$ as $\nu \to \infty$, $j = 1, 2$, then $\delta_g(a_1) = \delta'_g(b_1) + \delta'_g(b_2)$. Later on we shall write $\delta_g(b_j)$ and $\delta_g(b_j, \Lambda_1)$ instead of $\delta'_g(b_j)$ and $\delta'_g(b_j, \Lambda_1)$.

It is clear that the surface $\Phi$ belongs to the class $F_q$ and can be represented by means of a line complex. It will be convenient for us to choose base curves in a special way. If $\Phi$ has ends of the first kind, we choose the base curve in such a way that it includes the curve $\gamma$. If $\Phi$ has ends of the second kind, then $\gamma$ is a closed Jordan curve, and we choose the base curve in such a way that it intersects $\gamma$ at two points only: at $a_1 = b_1 = b_2$ and at one more point $b$. In this case as vertices we choose one point on each of the arcs on which the curve $\gamma$ is divided by the points $a_1$ and $b$. It is easy to see that with such choice of the base curve the boundary between the parts of the line complex of the surface $\Phi$ corresponding to the neighboring bricks passes either through one edge ($b_1 \neq b_2$), or through two vertices joined by one edge ($b_1 = b_2$). A line complex of the surface $\Phi$ with ends of the first kind is shown on Fig. 9 and 35, a line complex of the surface with ends of the second kind is shown on Fig. 13 and 36. In the case shown on Fig. 9, the surface $\Phi$ has two logarithmic ends, in the case shown on Fig. 13, the surface $\Phi$ has two periodic ends, which in this special case are called sine-ends.
It is easy to single out those parts of the line complex of \( \Phi \) which correspond to surfaces \( \Phi^\nu \), and, as it easy to verify, the geometric deficiencies and indices of the surface \( \Phi \) can be computed directly from the line complex of the surface \( \Phi \).

Now we assume that \( \delta_g(b_1) > 0 \) and \( \delta_g(b_2) > 0 \). We cut from \( \Phi_k \) pairwise disjoint \( \varepsilon \)-neighborhoods \( U(\varepsilon, B_j^k) \), \( j = 1, 2 \), of the points \( B_1^k \) and \( B_2^k \), where \( \varepsilon > 0 \) is chosen to be so small that 2\( \varepsilon \)-neighborhoods of the points \( B_1^k \) and \( B_2^k \) do not contain other ramification points of \( \Phi_k \), and the part of \( \Gamma_k \) containing in each of the neighborhoods \( U(2\varepsilon, B_j^k) \) consists of one line segment. We find a quasiconformal mapping of the Riemann surface

\[
\Phi_k' = \Phi_k \setminus (U(\varepsilon, B_1^k) \cup U(\varepsilon, B_2^k))
\]

onto the rectangle \( R_k = \{-1/\delta_g(b_2) \leq \xi \leq 1/\delta_g(b_1), \ 0 \leq \eta \leq 2\pi m_k\} \), \( \zeta = \xi + i\eta \), such that the part of the boundary of \( \Phi_k' \) lying over \( \{w - b_2 = \varepsilon\} \) and over \( \{w - b_1 = \varepsilon\} \) is mapped onto the left and the right sides of the rectangle \( R_k \), respectively; and the part of the boundary of \( \Phi_k' \) lying on \( \Gamma_k \) and on \( \Gamma_k^+ \), is mapped onto the lower side and the upper side of \( R_k \), respectively; moreover the distortion of the quasiconformal mapping is constant on each side of the rectangle. The existence of the required quasiconformal mapping follows from Example 5 of Section 2. These quasiconformal mappings are not uniquely determined. Denote by \( p_k \) the infimum of the set of numbers \( \sup_{w \in \Phi_k'} p(w, \zeta) \) over all quasiconformal mappings \( \Phi_k' \) on \( R_k \) with the described correspondence between the boundaries. It is clear that \( p_{-k} = p_k \). Since \( \Phi_k' \) depends on \( \varepsilon \), then \( p_k \) depends on \( \varepsilon \). We shall assume that \( \varepsilon \) is fixed here.

Denote the function realizing the quasiconformal mapping of \( \Phi_k' \) onto \( R_k \) with the indicated correspondence between the boundaries by

\[
\zeta = \varphi_k(w),
\]

we also assume that \( p(w, \varphi_k(w)) < 2p_k \) for \( w \in \Phi_k' \).

**Definition.** Ends \( \Lambda_1 \) and \( \Lambda_2 \) of the Riemann surface \( \Phi \) are called *almost periodic*, if the following conditions are satisfied:

\[
1^\circ \ 1 - \frac{n_\nu(b_j)}{n_\nu} + O\left(\frac{1}{n_\nu}\right) = \delta_g(b_j) > 0, \quad j = 1, 2;
\]

\[
2^\circ \ \sum_{\nu=1}^{\infty} \frac{p_\nu m_\nu}{n_\nu} < \infty;
\]

\[
3^\circ \ \text{The following limits exist:} \ \lim_{\nu \to \infty} \frac{n_\nu(a) - \bar{n}_\nu(a)}{n_\nu} = \varepsilon_\nu(a) \geq 0;
\]

\[
4^\circ \ \lim_{\nu \to \infty} \frac{m_\nu}{n_\nu} = 0.
\]

In the case when the surface \( \Phi \) has periodic ends, \( m_k \equiv m_1, n_\nu = \nu m_1 = \nu n_1, \ n_\nu(a) = \nu n_1(a), \ \bar{n}_\nu(a) = \nu \bar{n}_1(a), \ n_\nu(b_j) = \nu n_1(b_j), \ j = 1, 2, \ p_\nu = p_1 \). It is clear that the conditions \( 1^\circ - 4^\circ \) hold, hence periodic ends are almost periodic. It is easy to see that all geometric deficiencies and indices of a surface \( \Phi \) with periodic ends are rational numbers, and if \( \varepsilon_\nu(a) > 0 \), then \( \varepsilon_\nu(a) + \delta_g(a) < 1 \).

\[\text{Since, as we shall see, the sequence} \ p_k \ \text{is used in the definition of an almost periodic end, the almost periodicity of an end depends, generally speaking, not only on} \ \Lambda_j, \ \text{but also on the choice of} \ \varepsilon. \ \text{This deficiency of the definition can be eliminated, but we are not going to do this, because the present definition will no cause any inconvenience.}\]
The conditions 1° and 3° together with (6.2) and (6.3) imply that for a surface \( \Phi \) with almost periodic ends the condition
\[
\sum_a (\delta_g(a) + \varepsilon_g(a)) = 2
\]
holds.

In what follows we consider surfaces \( \Phi \) with almost periodic ends only without mentioning this explicitly.

We construct a quasiconformal mapping of the surface \( \Phi \) onto the complex \( \zeta \)-plane, \( \zeta = \xi + i\eta \). To this end we map the \( \varepsilon \)-neighborhoods \( U(\varepsilon, \tilde{B}_1) \) and \( U(\varepsilon, \tilde{B}_2) \) of the logarithmic ramification points using the function
\[
\zeta = \frac{1}{\delta_g(b_2)} \ln \frac{w-b_2}{\varepsilon e} + i\alpha_2,
\]
onto the regions \( G_2 = \{ \xi < -1/\delta_g(b_2) \} \) and \( G_1 = \{ \xi > 1/\delta_g(b_1) \} \), respectively. We choose the real constants \( \alpha_2 \) in (6.5) and \( \alpha_1 \) in (6.6) in such a way that these mappings map the line segment \( \Gamma \cap U(\varepsilon, \tilde{B}_2) \) onto \( \{ \eta = 0, \xi < -1/\delta_g(b_2) \} \), and the line segment \( \Gamma \cap U(\varepsilon, \tilde{B}_1) \) onto \( \{ \eta = 0, \xi > 1/\delta_g(b_1) \} \). We place the vertices \( A_1^k, A_2^k, A_3^k, A_4^k \) on the boundary \( \Phi_k \) in the order corresponding to the positive (counterclockwise) orientation of the boundary, in such a way that \( A_1^kA_2^k = \Gamma_k^-, \ A_3^kA_4^k = \Gamma_k^+ \), the curve \( A_2^kA_3^k \) lies over \( \{ |w-b_1| = \varepsilon \} \), and the curve \( A_2^kA_1^k \) lies over \( \{ |w-b_2| = \varepsilon \} \). Under the mapping (6.5) the point \( A_1^k \) is mapped onto the point
\[
D_1^k = -\frac{1}{\delta_g(b_2)} + \frac{2\pi i}{\delta_g(b_2)} (n_{k-1} - n_{k-1}(b_2)) \quad \text{for} \ k \geq 1,
\]
\[
D_1^k = -\frac{1}{\delta_g(b_2)} - \frac{2\pi i}{\delta_g(b_2)} (n_{-k} - n_{-k}(b_2)) \quad \text{for} \ k \leq -1,
\]
the point \( A_4^k \) is mapped onto the point \( D_4^k = D_1^{k+1} \), \( D_1^0 = D_1^1 \). Under the mapping (6.6) the point \( A_2^k \) is mapped onto the point
\[
D_2^k = \frac{1}{\delta_g(b_1)} + \frac{2\pi i}{\delta_g(b_1)} (n_{k-1} - n_{k-1}(b_1)) \quad \text{for} \ k \geq 1,
\]
\[
D_2^k = \frac{1}{\delta_g(b_1)} - \frac{2\pi i}{\delta_g(b_1)} (n_{-k} - n_{-k}(b_1)) \quad \text{for} \ k \leq -1,
\]
the point \( A_3^k \) is mapped onto the point \( D_3^k = D_2^{k+1} \).

We consider a quasiconformal mapping of \( \Phi_k \) onto the trapezoid \( T_k \) with vertices at the points \( D_1^j, D_2^j, D_3^j, D_4^j \) in such a way that the point \( A_1^k \) is mapped onto the point \( D_j^k, \ j = 1, 2, 3, 4 \), and the distortion is constant on each of the sides of the trapezoid. To this end, we first map \( \Phi_k \) onto the rectangle \( R_k = \{-1/\delta_g(b_2) \leq \xi \leq 1/\delta_g(b_2), 0 \leq \eta \leq 2\pi m_k \} \). Then we map the rectangle \( R_k \) onto the trapezoid \( T_k \) using a quasiconformal mapping \( \zeta = \psi_k(\zeta') \), such that \( \psi_k(-1/\delta_g(b_2)) = D_1^k \), \( \psi_k(1/\delta_g(b_2)) = D_2^k \), \( \psi_k(1/\delta_g(b_1)) + i2\pi m_k = D_4^k \), \( \psi_k(-1/\delta_g(b_1)) + i2\pi m_k = D_3^k \), and the distortion is constant on each of the sides of \( R_k \). We show that the functions \( \psi_k(\zeta') \) can be chosen in such a
way that the characteristic \( p(\zeta', \zeta) \) is bounded by a constant which does not depend on \( k \). In fact, if we use the inequality (2.12), we get the estimate \((k \geq 1)\)

\[
p(\zeta', \zeta) \leq \frac{2\pi m_k}{\min(q_1^k, q_2^k)} + \frac{\max(q_1^k, q_2^k)}{2\pi m_k} + \frac{2\pi m_k}{h^2 \min(q_1^k, q_2^k)} \max\{\alpha_k^2, (q_2^k - q_1^k - q_1^k + \alpha_k)^2\},
\]

where

\[
h = \frac{1}{\delta_\varphi(b_1)} + \frac{1}{\delta_\varphi(b_2)},
\]

\[
q_j^k = 2\pi \frac{n_k - n_k(b_j) - \{n_k-1 - n_k-1(b_j)\}}{\delta_\varphi(b_j)}\]

\[
\alpha_k = 2\pi \left\{ \frac{n_k-1 - n_k-1(b_1)}{\delta_\varphi(b_1)} - \frac{n_k-1 - n_k-1(b_2)}{\delta_\varphi(b_2)} \right\}.
\]

If \( k \leq -1 \), the estimate (6.7) remains true with \( \alpha_k = \alpha_{|k|}, \ q_j^k = q_j^{|k|}, j = 1, 2 \). It is clear that it suffices to consider the estimate (6.7) for \( k \geq 1 \). The condition 1° implies that \( n_\nu - n_\nu(b_j) = n_\nu \delta_\varphi(b_j) + O(1), j = 1, 2 \). Therefore

\[
\alpha_k = O(1), \quad q_j^k = 2\pi(n_k - n_k-1) + O(1) = 2\pi m_k + O(1),
\]

\[
q_j^k - q_1^k + \alpha_k = O(1), \quad \frac{q_j^k}{2\pi m_k} = 1 + O \left( \frac{1}{m_k} \right) = O(1).
\]

Besides, since the quantities \( n_k - n_k(b_j) \) form a non-decreasing sequence, \( q_j^k \geq 2\pi/\delta_\varphi(b_j), j = 1, 2, k \geq 1 \). Therefore

\[
\frac{2\pi m_k}{q_j^k} = \frac{1}{1 + O(1/m_k)} = O(1).
\]

These estimates imply that the right-hand side of (6.7) is uniformly bounded by some constant \( L \). Then the characteristic of the quasiconformal mapping \( \zeta = \Phi_k(w) = \psi_k(\varphi_k(w)) \) of the surface \( \Phi_k \) onto the trapezoid \( T_k \) is bounded by \( 2 L p_k \).

Taking into account the fact that under the mapping of \( U(\varepsilon, B_1), U(\varepsilon, B_2) \), and \( \Phi_k, k = \pm 1, \pm 2, \ldots \), onto \( G_1, G_2 \), and \( T_k \), respectively, the distortion on the common part of the boundary of two of these regions is equal to the same constant, it is easy to see, that we have constructed a quasiconformal mapping \( \zeta = \zeta(w) \) of the whole Riemann surface \( \Phi \) onto \( \{ |\zeta| < \infty \} \), moreover, in \( U(\varepsilon, B_1) \) and \( U(\varepsilon, B_2) \) this mapping is conformal. Under this mapping the end \( \Lambda_1 \) is mapped into \{ \( \eta > 0 \) \}, the end \( \Lambda_2 \) is mapped into \{ \( \eta < 0 \) \}, and the curve \( \Gamma \) is mapped into \{ \( \eta = 0 \) \}.

We estimate the integral

\[
\int \int_{\zeta \in T_1 \cup T_{-1}} p(\zeta, w) d\sigma(\ln \zeta) = \sum_{|k|=2}^\infty \int \int_{T_k} p(\zeta, w) d\sigma(\ln \zeta)
\]

\[
\leq \sum_{|k|=2}^\infty 2 L p_k \int \int_{T_k} d\sigma(\ln \zeta) = 4 L \sum_{k=2}^\infty p_k \int \int_{T_k} d\sigma(\ln \zeta).
\]
But for sufficiently large $k$ we have

$$
\int \int_{T_k} d\sigma(\ln \zeta) = \int \int_{T_k} \frac{d\sigma(\zeta)}{|\zeta|^2} \leq \frac{1}{(\min_{\zeta \in T_k} |\zeta|)^2} \int \int_{T_k} d\sigma(\zeta)
$$

$$
\leq \frac{h}{2 \{ \min (|D_k^1|, |D_k^2|) \}^2} \left\{ |D_k^1 - D_k^2| + |D_k^3 - D_k^4| \right\}
$$

$$
\leq \frac{h (q_k^1 + q_k^2)}{2 \left\{ \min_{\mu=1,2} \left( \frac{2\pi}{\delta_p(b_\mu)} [n_{k-1} - n_{k-1}(b_\mu)] \right) \right\}^2}
$$

$$
= \frac{h \{ 2\pi n_k + O(1) \}}{2 \left\{ 2\pi n_k - 2\pi m_k + O(1) \right\}^2} = \frac{h \{ 4\pi m_k + O(1) \}}{2 \left\{ 4\pi m_k + O(1) \right\}^2}
$$

$$
= \frac{h \{ 4\pi m_k + O(1) \}}{2 \left\{ 4\pi m_k + O(1) \right\}^2} = O \left( \frac{m_k}{n_k^2} \right).
$$

(6.9)

We used the condition $4^\circ$ here.

By the condition $2^\circ$ the inequality (6.9) implies that the series in the right-hand side of (6.8) converges. Hence

$$
\int \int_{|\zeta| \geq 1} \{ p(\zeta, w) - 1 \} d\sigma(\ln \zeta)
$$

$$
(6.10)
$$

$$
= \int \int_{|\zeta| \geq 1, -1/\delta_p(b_k) \leq \zeta \leq 1/\delta_p(b_k)} \{ p(\zeta, w) - 1 \} d\sigma(\ln \zeta)
$$

$$
\leq \int \int_{|\zeta| \geq 1, -1/\delta_p(b_k) \leq \zeta \leq 1/\delta_p(b_k)} p(\zeta, w) d\sigma(\ln \zeta) < \infty.
$$

Let $z = z(w)$ be a conformal mapping of the surface $\Phi$ onto $\{|z| < R\}$. Then the quasiconformal mapping $z = z(\zeta)$, obtained as a composition of the mappings $\{|\zeta| < \infty\} \to \Phi \to \{|z| < R\}$ with $p(\zeta, z) = p(\zeta, w)$, by (6.10), satisfies the conditions of Theorem 3.1. Hence $R = \infty$ and with a suitable normalization of the mapping of $\Phi$ onto $\{|z| < \infty\}$ we have

$$
\lim_{z \to \infty} \left| \frac{z(\zeta)}{\zeta} \right| = \lim_{\zeta \to \infty} \left| \frac{\zeta}{z(\zeta)} \right| = 1.
$$

(6.11)

Let us study the value distribution of the meromorphic function $w = \varphi(\zeta)$, which maps the complex $z$-plane onto $\Phi$. By (6.11) it suffices to study the value distribution of the function $w = \varphi(\zeta)$ inverse to the function $\zeta = \zeta(w)$ constructed above. The function $w = \varphi(\zeta)$ establishes a quasiconformal mapping of $\{|\zeta| < \infty\}$ onto $\Phi$. It is easy to see that for each $a$, $a$-points of the function $\varphi(z)$ lie in some vertical strip $\{|\xi| \leq \xi_0\}$, $\xi_0 = \xi_0(a) > 0$. On the other hand, the mapping $\zeta = \zeta(w)$ maps the brick $\tilde{\Phi}_k$ into the region $S_k$ consisting of the trapezoid $T_k$ and two adjoining to its vertical sides horizontal half-strips. The region $S_k$ is contained in the horizontal strip

$$
\min_{\mu=1,2} \left\{ \frac{2\pi}{\delta_p(b_\mu)} [n_{|k|-1} - n_{|k|-1}(b_\mu)] \right\} \leq (-1)^{\text{sign} k} \eta
$$

$$
\leq \max_{\mu=1,2} \left\{ \frac{2\pi}{\delta_p(b_\mu)} [n_{|k|} - n_{|k|}(b_\mu)] \right\}.
$$
Using the conditions $1^\circ$ and $4^\circ$ we see that the width of this strip is equal to $2\pi(n_{j|k|} - n_{|k|-1}) + O(1) = 2\pi n_{j|k|} + O(1) = o(n_{j|k|})$. Since the set

$$
\left( \bigcup_{j=1}^{k} S_j \right) \cup \left( \bigcup_{j=-1}^{-k} S_j \right), \quad k \geq 1,
$$

contains $2n_k(a)$ $a$-points of the function $\varphi(\zeta)$ ($2n_k(a)$ $a$-points, if we do not take into account the multiplicity of $a$-points), then, using the conditions $1^\circ$, $3^\circ$, and $4^\circ$, it is easy to show that

$$
n(r, a, \varphi) = \frac{r}{\pi} + o(r) \text{ for } a \neq b_1, b_2,
$$

(6.12) $n(r, a, \varphi) = \frac{r}{\pi}(1 - \delta_g(a_{j})) + o(r) \text{ for } a = a_j, j = 1, 2 \text{ (if } b_1 \neq b_2),$

$$
n(r, a, \varphi) = \frac{r}{\pi}(1 - \delta_g(a_1)) + o(r) \text{ for } a = a_1 \text{ (if } b_1 = b_2 = a_1),
$$

(6.13) $n_1(r, a, \varphi) = \varepsilon_g(a)\frac{r}{\pi} + o(r)$ for all $a$.

Taking into account (6.11) we see that the relations (6.12) and (6.13) remains true if we replace $n(r, a, \varphi)$ by $n(r, a, f)$ and $n_1(r, a, \varphi)$ by $n_1(r, a, f)$ in them. Now we easily find, that

$$
N(r, a, f) = \left( \frac{r}{\pi} + o(r) \right) \text{ for } a \neq b_1, b_2,
$$

(6.14) $N(r, a, f) = \frac{r}{\pi}(1 - \delta_g(a_{j})) + o(r) \text{ for } a = a_j, j = 1, 2 \text{ (if } b_1 \neq b_2),$

$$
N(r, a, f) = \frac{r}{\pi}(1 - \delta_g(a_1)) + o(r) \text{ for } a = a_1 \text{ (if } b_1 = b_2 = a_1),
$$

(6.15) $N_1(r, a, f) = \varepsilon_g(a)\frac{r}{\pi} + o(r)$ for all $a$.

Taking $a \neq b_1, b_2$ such that $\Delta(a, f) = 0$, we get

$$
T(r, f) = \frac{r}{\pi} + o(r).
$$

(6.16)

The relation (6.16) implies that the type, and also deficiencies and indices are the same for all functions $f(Az + B)$, $A \neq 0$, that is, for all normalizations of functions mapping the complex $z$-plane onto the surface $\Phi$. Taking into account (6.14), (6.15), and (6.16), we get the following theorem.

**Theorem 6.1.** If the meromorphic functions $w = f(z)$ maps the complex $z$-plane onto the Riemann surface $\Phi$ with almost periodic ends, then the function $f(z)$ has the normal type of the first order, and its deficiencies and indices coincide with the geometric deficiencies and indices of the surface $\Phi$.

Taking into account this theorem we shall write simply $\delta(a, \Lambda_1)$ and $\varepsilon(a, \Lambda_1)$ instead of $\delta_g(a_1, \Lambda_1)$ and $\varepsilon_g(a_1, \Lambda_1)$. However we cannot omit the subscript $g$ in the notation $\delta_g(a)$ and $\varepsilon_g(a)$, because it can lead to a confusion.

**Exercise.** Suppose that the surface $\Phi$ has periodic ends and $\Phi_k \equiv \Phi_1$. Suppose that a rational function $w = R_1(z)$ maps the extended $z$-plane onto $\Phi_1$, moreover $R_1(\beta_j) = B_j^1 \in \Phi_1$, $j = 1, 2$; $R(z) = R_1(L(z))$, where $L(z)$ is a linear-fractional
transformation, mapping the points 0 and ∞ onto the points β1 and β2, respectively. Prove that the function \( w = R(\varepsilon^z) \) maps \( \{ |z| < \infty \} \) onto \( \Phi \). Conversely, each meromorphic function of the form \( w = R(\varepsilon^z) \), where \( R(z) \) is some rational function, maps the complex \( z \)-plane onto some surface \( \Phi \) with periodic ends.

We would like to make some remarks in connection with the study if surfaces \( \Phi \), undertaken above. This remarks will be used later on.

**Remark 1.** When we constructed the quasiconformal mapping \( \zeta = \zeta(w) \) of the Riemann surface \( \Phi \) onto \( \{ |\zeta| < \infty \} \), the part of the Riemann surface which was mapped into the strip \( \{ -1/\delta_g(b_2) \leq \xi \leq 1/\delta_g(b_1) \} \) was \( \Phi \setminus (U(\varepsilon, B_1) \cup U(\varepsilon, B_2)) \), where \( \varepsilon \) is the fixed number from the definition of the quantity \( \rho_k \) entering the condition 2°. Let us show that the quasiconformal mapping \( \zeta_1 = \zeta_1(w) \) with similar properties can be constructed if we take instead of \( \varepsilon \) an arbitrary number \( \varepsilon_1 \) satisfying \( 0 < \varepsilon_1 < \varepsilon \). In fact, let us map \( U(\varepsilon_1, B_2) \) and \( U(\varepsilon_1, B_1) \) onto \( \{ \xi < -1/\delta_g(b_2) \} \) and \( \{ \xi > 1/\delta_g(b_1) \} \), respectively, using the functions (6.5) and (6.6), with \( \varepsilon_1 \) instead of \( \varepsilon \). We map \( \Phi \setminus (U(\varepsilon_1, B_1) \cup U(\varepsilon_1, B_2)) \) onto the strip

\[
\left\{ \frac{-1}{\delta_g(b_2)} \ln \frac{\varepsilon_1}{\varepsilon} \leq \xi \leq \frac{1}{\delta_g(b_1)} \ln \frac{\varepsilon_1}{\varepsilon} \right\}
\]

using the function \( \zeta = \zeta(w) \), and then map this strip using the function

\[
(6.17) \quad \xi_1 + i\eta_1 = \frac{\xi}{\ln \frac{\varepsilon_1}{\varepsilon}} + i\eta
\]

onto the strip \( \{ -1/\delta_g(b_2) \leq \xi \leq 1/\delta_g(b_1) \} \). The quasiconformal mapping (6.17) has characteristic \( p(\zeta, \zeta_1) \equiv \text{const} \), therefore it is easy to verify that the relations (6.10), (6.12), and (6.13) are valid also for the function \( w = \varphi_1(\zeta_1) \) which is the inverse of \( \varphi_1 = \varphi_1(w) \). Therefore in what follows we shall use these formulas, and also the formulas (6.5) and (6.6), regarding \( \varepsilon \) as a sufficiently small number.

**Remark 2.** The constructed quasiconformal mapping \( w = \varphi(\zeta) \) maps the upper half-plane \( \{ \eta > 0 \} \) onto the almost periodic end \( \Lambda_1 \). Let \( \alpha \) and \( \beta \) be some positive numbers. Denote by \( H_{a,\beta} \) the region in the \( \zeta_1 \)-plane, \( \zeta_1 = \xi_1 + i\eta_1 \), whose boundary is the polygonal line consisting of \( \{ \eta_1 = \alpha, \xi_1 \leq -1/\delta_g(b_2) \} \), \( \{ \eta_1 = \beta, \xi_1 \geq 1/\delta_g(b_1) \} \), and the line segment joining the points \( (1/\delta_g(b_2)) + i\alpha \) and \( (1/\delta_g(b_1)) + i\beta \), where the ray \( \{ \xi_1 = 0, \eta_1 > \max(\alpha, \beta) \} \) is contained in \( H_{a,\beta} \). We map \( H_{a,\beta} \) onto \( \{ \eta > 0 \} \) using the mapping

\[
\zeta = \xi + i\eta = \begin{cases} 
\xi_1 + (\eta_1 - \alpha)i & \text{for } \xi_1 \leq -1/\delta_g(b_2), \\
\xi_1 + (\eta_1 - \beta)i & \text{for } \xi_1 \geq 1/\delta_g(b_1), \\
\xi_1 + \left(\eta_1 - \frac{\beta - \alpha}{\delta_g(b_2) + \delta_g(b_1)}\xi_1 - \frac{\alpha/\delta_g(b_1)}{\delta_g(b_2) + \delta_g(b_1)}\right)i & \text{for } \frac{1}{\delta_g(b_2)} \leq \xi_1 \leq \frac{1}{\delta_g(b_1)}.
\end{cases}
\]

It is clear that \( p(\zeta_1, \zeta) \equiv 1 \) for \( \xi_1 > 1/\delta_g(b_1) \) and for \( \xi_1 < -1/\delta_g(b_2) \), and \( p(\zeta_1, \zeta) \equiv C = \text{const} \) for \(-1/\delta_g(b_2) < \xi_1 < 1/\delta_g(b_1) \). Denote by \( w = \varphi_{a,\beta}(\zeta_1) = \varphi(\zeta(\zeta_1)) \) a function which establishes a quasiconformal mapping of the region \( H_{a,\beta} \) onto the almost periodic end \( \Lambda_1 \). It is easy to see that the function \( \zeta = \zeta(w) \), inverse to \( w = \varphi_{a,\beta}(\zeta) \), has the form (6.5) and (6.6) in \( U(\varepsilon, B_2) \) and \( U(\varepsilon, B_1) \), but with
different constants $\alpha_1$ and $\alpha_2$. Next, by (6.10) we have
\[
\iint_{H_{a,\beta}} \{p(\zeta_1, w) - 1\} d\sigma(\ln \zeta_1) = 1
\]
and
\[
\int_{H_{a,\beta}} \{p(\zeta_1, w) - 1\} d\sigma(\ln \zeta_1) = C \int \{\zeta_1, w\} \frac{d\sigma(\ln \zeta_1)}{d\sigma(\ln \zeta)} d\sigma(\ln \zeta) + C_1
\]
\[
= C \int\{\zeta_1, w\} \left(\frac{\zeta_1}{\zeta_1} \right)^2 d\sigma(\ln \zeta) + C_1
\]
\[
\leq C_2 \int\{\zeta_1, w\} \left(\frac{\zeta_1}{\zeta_1} \right)^2 d\sigma(\ln \zeta) + C_1 < \infty,
\]
where $C_1$ and $C_2$ are some constants.

Denote by $n(r, a, \varphi_{a\beta})$ or $n(r, a, \varphi_{a\beta})$ the numbers of $a$-points of the function $w = \varphi_{a\beta}(\zeta)$ lying in $H_{a,\beta} \cap \{\zeta | \leq r\}$, depending on whether we count or no the order of $a$-points. Let $n_1(r, a, \varphi_{a\beta}) = n(r, a, \varphi_{a\beta}) - n(r, a, \varphi_{a\beta})$. Using (6.12) and (6.13), it is easy to get
\[
n(r, a, \varphi_{a\beta}) = \begin{cases} \frac{r}{2\pi} + o(r) & \text{for } a \neq b_1, b_2, \\ \frac{r}{2\pi}(1 - \delta_{a}(a_j)) + o(r) & \text{for } a = a_j, j = 1, 2 \text{ (if } b_1 \neq b_2), \\ \frac{r}{2\pi}(1 - \delta_{a}(a_1)) + o(r) & \text{for } a = a_1 \text{ (if } b_1 = b_2 = a_1), \end{cases}
\]
\[
n_1(r, a, \varphi_{a\beta}) = \varepsilon_{a}(a) \frac{r}{2\pi} + o(r) \text{ for all } a.
\]

Now we prove the following theorem.

**Theorem 6.2.** Let $\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_q (q \geq 2)$, $\delta_1, \delta_2$ be some numbers, such that $\delta_j > 0$, $j = 1, 2; 0 \leq \varepsilon_j \leq 1$, $j = 1, \ldots, q$, $\delta_j + \varepsilon_j \leq 1$ for $j = 1, 2$, and
\[
\delta_1 + \delta_2 + \sum_{j=1}^{q} \varepsilon_j = 2.
\]

Let $a_1, \ldots, a_q$ be distinct complex numbers and $\gamma$ be some $J$-curve in the $w$-plane with ends at the points $a_1$ and $a_2$, which does not pass through the points $a_3, \ldots, a_q$. Then there exists a Riemann surface $\Phi$ with almost periodic ends of the first kind, separated by a $J$-curve $\Gamma \subset \Phi$, such that $\Gamma$ is projected into $\gamma$, $\delta_{a}(a_j) = \delta_j$, $j = 1, 2$; $\varepsilon_{a}(a_j) = \varepsilon_j$, $j = 1, \ldots, q$; $\delta_{a}(a) = 0$ for $a \neq a_1, a_2$; $\varepsilon_{a}(a) = 0$ for $a \neq a_1, \ldots, a_q$.

If $\delta_1 + \delta_2 = 2$, then necessarily $\delta_1 = \delta_2 = 1, \varepsilon_j = 0, j = 1, \ldots, q$. We can take as $\Phi$ the Riemann surface of the function $\ln \frac{w - a_2}{w - a_1}$, that is, a Riemann surface $\Phi$ with logarithmic ends. The logarithmic ends can be separated by an arbitrary $J$-curve on $\Phi$, joining the logarithmic ramification points. In particular, the $J$-curve can be selected in such a way that it is projected into $\gamma$.

Now we can assume that $\delta_1 + \delta_2 < 2$. First we introduce an additional restriction:

A. If $\varepsilon_j > 0$, then $\varepsilon_j + \delta_j < 1, j = 1, 2$, and $\varepsilon_j < 1, j = 3, \ldots, q$. From here it follows that $q \geq 3$, $\sum_{j=3}^{q} \varepsilon_j > 0$. We may assume without loss of generality that $\varepsilon_3 > 0$. Choose a positive integer $m$ so large that, with the notation $D_j = m\delta_j - 1$, $j = 1, 2, E_j = m\varepsilon_j, j = 1, \ldots, q$, the following conditions are satisfied:
(a) \( D_j \geq 0, j = 1, 2 \), moreover, if \( \delta_j < 1 \), then \( D_j \leq m - 2 \);
(b) If \( E_j > 0 \), then \( D_j + E_j \leq m - 4, j = 1, 2 \), and \( E_j \leq m - 2, j = 3, \ldots, q \);
(c) \( q + 3 \leq E_3 \leq m - q - 3 \).

To construct the surface \( \Phi \) we shall take surfaces \( \Phi_k \) with the same number \( m \) of sheets, and with algebraic ramification points which are projected into the points \( a_1, \ldots, a_q \) only. There exists only a finite number\(^{12} \) of different surfaces \( \Phi_k \). Since the curve \( \gamma \) for the construction of the surface \( \Phi \) is fixed, then \( \Phi \) is composed if a finite number of bricks \( \Phi_k \) of different types. Choosing arbitrarily a sufficiently small \( \varepsilon \), we define \( \Phi_k' \) and find, that \( \max p_k = P < \infty \). It is clear that \( n_\nu = m_\nu, m_\nu = m \), therefore the conditions \( 2^a \) and \( 4^a \) from the definition of an almost periodic end hold.

We shall take surfaces \( \Phi_k \) which have algebraic ramification points over the points \( a_k \) and at the ends of the curve \( \Gamma_k \) of orders \( d_j \) and \( d_j^2 \), \( d_j > 0, j = 1, 2 \), respectively, and at most one algebraic ramification point of each of the orders \( e_j^k \) and \( e_j^k \), \( j = 1, 2 \). There is at most one algebraic ramification point of order \( e_j^k \), \( 4 \leq j \leq q \), over each point \( a_j \), \( j = 4, \ldots, q \), and there are at most two algebraic ramification points with the sum or orders \( e_j^k \geq 0 \) over the point \( a_3 \). Theorem 4.2 implies that the only relations between the numbers \( e_j^k \geq 0, j = 1, 2 \); \( e_j^k \leq 1 \), \( 3 \leq j \leq q \), (moreover, if there are two algebraic ramification points over \( a_3 \), we have also \( e_j^k \leq m - 2 \) and the Riemann-Hurwitz formula: \( d_1^2 + d_2^2 + \sum_{j=1}^{q} e_j^k = 2(m-1) \), that is, we can construct Riemann surfaces \( \Phi_k \) with preassigned numbers \( d_j, e_j \), provided they satisfy the relations listed above.

Choosing the sequence \( d_j^k \), \( j = 1, 2 \), we shall distinguish two variants. In the first variant \( d_j^k = [kD_j] - [(k-1)D_j], k = 1, 2, \ldots \). Then

\[
\frac{n_\nu - n_\nu(a_j)}{n_\nu} - \delta_j = \frac{1}{\nu m} \sum_{k=1}^{d_j^k+1} - \delta_j = \frac{1}{\nu m} \sum_{k=1}^{\nu} d_j^k - \delta_j + \frac{1}{m} \\
= \frac{1}{m} \left\{ \frac{1}{\nu} \sum_{k=1}^{\nu} d_j^k - D_j \right\} = \frac{1}{m} \left\{ \frac{[\nu D_j]}{\nu} - D_j \right\} = \frac{1}{m \nu} [\nu D_j - [\nu D_j]].
\]

(6.22)

Hence

\[
- \frac{1}{n_\nu} = \frac{n_\nu - n_\nu(a_j)}{n_\nu} - \delta_j \leq 0.
\]

(6.23)  (6.231)

In the second variant the choice of \( d_j^k \) differs from the first only when we set \( d_j^1 = [D_j] + 1 \). The second variant is applicable only if \( \delta_j < 1 \) and, by the condition (a), \( D_j \leq m - 2 \). In the second variant of choice of \( d_j^k \) we get, instead of (6.231), the following inequality

\[
0 < \frac{n_\nu - n_\nu(a_j)}{n_\nu} - \delta_j \leq \frac{1}{n_\nu}.
\]

\(^{12}\)Readers who are not acquainted with this fact, can replace this sentence by the following: “We shall use only a finite number of different surfaces \( \Phi_k \).”
In both cases we have

\[ |1 - \frac{n_\nu(a_j)}{n_\nu} - \delta_j| \leq \frac{1}{n_\nu}, \quad j = 1, 2, \tag{6.24} \]

that is, \( \delta_\nu(a_j) = \delta_j, \ j = 1, 2, \) and the surface \( \Phi \) satisfies the condition 1° from the definition of an almost periodic end.

Now we can choose \( e_k^j, 1 \leq j \leq q, \ k \geq 1, \) in such a way, that

\[ \lim_{\nu \to \infty} \frac{n_\nu(a_j) - \bar{n}_\nu(a_j)}{n_\nu} = \varepsilon_j, \ 1 \leq j \leq q. \tag{6.25} \]

For \( 1 \leq j \leq q, \ j \neq 3, \) it suffices to take

\[ e_k^j = \lfloor kE_j \rfloor - \lceil (k - 1)E_j \rceil \leq E_j + 1. \]

By the condition (b) such choice of \( e_k^j \) is possible. Then \( j \neq 3 \)

\[ \frac{n_\nu(a_j) - \bar{n}_\nu(a_j)}{n_\nu} = \frac{1}{\nu m} \sum_{k=1}^{\nu} e_k^j = \frac{\lfloor \nu E_j \rfloor}{\nu m} = \frac{\nu m \varepsilon_j}{\nu m} \to \varepsilon_j, \ \nu \to \infty. \tag{6.26} \]

Now as \( e_3^k \) we take

\[ e_3^k = 2(m - 1) - d_1^k - d_2^k - \sum_{j \neq 3}^{q} e_j^k. \tag{6.27} \]

Since \( m\delta_j - 2 \leq d_1^k \leq m\delta_j + 1, \ j = 1, 2; \ E_j - 1 \leq e_j^k \leq E_j + 1 \) for \( j \neq 3, \) by the condition (c) and (6.21) we have

\[
\begin{align*}
e_3^k & \leq 2(m - 1) - (m\delta_1 - 2) - (m\delta_2 - 2) - \sum_{j \neq 3} (m\varepsilon_j - 1) \\
& = 2m + q + 1 - m \left( \delta_1 + \delta_2 + \sum_{j \neq 3} \varepsilon_j \right) \\
& = 2m + q + 1 - m(2 - \varepsilon_3) = E_3 + q + 1 \leq m - 2, \\
\end{align*}
\]

\[
\begin{align*}
e_3^k & \geq 2(m - 1) - (m\delta_1 + 1) - (m\delta_2 + 1) - \sum_{j \neq 3} (m\varepsilon_j + 1) \\
& = 2m - (q + 3) - m(2 - \varepsilon_3) = E_3 - (q + 3) \geq 0. \\
\end{align*}
\]

Hence such choice of \( e_3^k \) is admissible. Now, by (6.21), (6.24), (6.26), and (6.27) we get

\[
\begin{align*}
n_\nu(a_3) - \bar{n}_\nu(a_3) &= \frac{1}{\nu m} \sum_{k=1}^{\nu} e_3^k = 2 - \frac{1}{\nu m} \sum_{k=1}^{\nu} (d_1^k + 1) \\
& - \frac{1}{\nu m} \sum_{k=1}^{\nu} (d_2^k + 1) - \sum_{j \neq 3} \frac{1}{\nu m} \sum_{k=1}^{\nu} e_j^k \to - \delta_1 - \delta_2 - \sum_{j \neq 3} \varepsilon_j = \varepsilon_3 \ (\nu \to \infty). \\
\end{align*}
\]

Thus, the relation (6.25) has been proved for all \( j, \ 1 \leq j \leq q. \) So we have proved that the condition 3° from the definition of an almost periodic end is satisfied, and also, that \( \varepsilon_\nu(a_j) = \varepsilon_j, \ 1 \leq j \leq q. \)
Note, that we not only proved (6.25), but also obtained the inequalities
\[(6.28) \quad \left| \frac{n_\nu(a_j) - \tilde{n}_\nu(a_j)}{n_\nu} - \varepsilon \right| \leq \frac{C_j}{n_\nu},\]
where \(C_j = 1\) for \(j \neq 3\) and \(C_3 = q + 1\).

Now we shall eliminate the restriction A. We may assume that \(q \geq 3\), letting \(\varepsilon_3 = 0\) if necessary. We can choose numbers \(\varepsilon_1^{(n)}, \ldots, \varepsilon_q^{(n)} \geq 0, n = 1, 2, \ldots,\) such that (6.24) is satisfied for \(1 \leq \nu \leq \nu\).

We already know how to construct a surface \(\Phi^{(n)}\) with almost periodic ends, such that \(\delta_\nu(a_j) = \delta_j, j = 1, 2; \varepsilon_\nu(a_j) = \varepsilon_j^{(n)}, 1 \leq j \leq q\). We denote bricks of the surface \(\Phi^{(n)}\) by \(\tilde{\Phi}^{(n)}_{k}\). Now we construct a surface \(\Phi\), each of whose ends consists of the following sequence of bricks:
\[
\tilde{\Phi}_1^{(1)}, \ldots, \tilde{\Phi}_l_1^{(1)}, \tilde{\Phi}_1^{(2)}, \ldots, \tilde{\Phi}_l_2^{(2)}, \ldots, \tilde{\Phi}_1^{(n)}, \ldots, \tilde{\Phi}_l_n^{(n)}, \ldots,
\]
the choice of the sequence \(l_1, l_2, \ldots\) will be specified later. We shall use the same notation for the surface \(\Phi^{(n)}\) as we used for \(\Phi\), but shall add an upper index \(n\). If \(\delta_j = 1 (j = 1, 2)\), we take \(d_j^{(n)} = m_j^{(n)} - 1\) for all \(n\). Then obviously \(n_\nu(a_j) = 0\), and the condition 1° for the point \(a_j\) is satisfied for \(\Phi\). Now let \(0 < \delta_j < 1\). Let us show that we can choose \(d_j^{(n)}\) according to the first or the second variant, depending on \(n\), in such a way that the inequality (6.24) is satisfied for \(\Phi\). Let us choose \(d_j^{(n)}\) according to the first variant. Then, obviously, (6.23) and (6.24) are satisfied for \(1 \leq \nu \leq \nu_1\). We introduce the notation \(\nu_\tau = \nu + l_2 + \cdots + l_\tau\). Suppose that (6.24) is satisfied for \(1 \leq \nu \leq \nu_\tau\). Consider the expression
\[
Q_\tau = 1 - \frac{n_\nu(a_j)}{n_\nu} - \delta_j,
\]
If \(Q_\tau > 0\), then we choose \(d_j^{(n+1)}\) according to the second variant, if \(Q_\tau \leq 0\), we use the first variant. Then the inequality (6.24) is valid also for \(\nu_\tau < \nu \leq \nu_{\tau+1}\). In fact, let, for example, \(Q_\tau > 0\), that is
\[
(6.29) \quad 0 < 1 - \frac{n_\nu(a_j)}{n_\nu} - \delta_j \leq \frac{1}{n_\nu}.
\]
Then we choose \(d_j^{(n+1)}\) according to the first variant and, denoting \(N = \nu - \nu_\tau\), by (6.23), we have
\[
(6.30) \quad -\frac{1}{n_\nu^{(n+1)}} < \frac{n_\nu^{(n+1)} - n_\nu^{(n+1)}(a_j)}{n_\nu^{(n+1)}} - \delta_j \leq 0.
\]
By (6.29) and (6.30), respectively, we have
\[
0 < n_\nu - n_\nu(a_j) - \delta_j n_\nu, \\
-1 < n_\nu^{(n+1)} - n_\nu^{(n+1)}(a_j) - \delta_j n_\nu^{(n+1)} \leq 0.
\]
Adding these inequalities and observing that
\[ n_{\nu_r} + n_N^{(r+1)} = n_{\nu_r+N} = n_{\nu_r}(a_j) + n_N^{(r+1)}(a_j) = n_{\nu_r}(a_j), \]
we find that
\[ -1 < n_{\nu_r} - n_{\nu_r}(a_j) - \delta_jn_{\nu_r} \leq 1, \]
the inequality (6.24) follows. The case \( Q_{\tau} \leq 0 \) is treated similarly. Thus, we may assume that (6.24) holds for all \( \nu \) independently of the choice of the sequence \( l_1, l_2, \ldots \). Hence \( \delta_j(a_j) = \delta_j \), and the condition \( 1^o \) holds for \( \Phi \).

Let \( \nu < \nu \leq \nu_{\tau+1} \). By (6.28) we get
\[ |n_{l_{a_j}}^{(s)}(a_j) - \bar{n}_{l_{a_j}}^{(s)}(a_j) - \varepsilon_jn_{l_{a_j}}^{(s)}| \leq C_j^s, \ 1 \leq s \leq \tau, \]
then
\[ |n_{l_{a_j}}^{(s)}(a_j) - \bar{n}_{l_{a_j}}^{(s)}(a_j) - \varepsilon_jn_{l_{a_j}}^{(s)}| \leq C_j + |\varepsilon_j - \varepsilon_j|n_{l_{a_j}}^{(s)}, \ 1 \leq s \leq \tau. \]
Similarly for \( N = \nu - \nu \), we have
\[ |n_{N}^{(r+1)}(a_j) - \bar{n}_{N}^{(r+1)}(a_j) - \varepsilon_jn_{N}^{(r+1)}| \leq C_j + |\varepsilon_j - \varepsilon_j|n_{N}^{(r+1)}. \]

Adding the inequalities (6.31) and (6.32), and taking into account
\[ n_{\nu} = \sum_{s=1}^{\tau} n_{l_{a_j}^{(s)}} + n_N^{(r+1)} \]
and similar inequalities for \( n_{\nu}(a_j) \) and \( \bar{n}_{\nu}(a_j) \), we get
\[ |n_{\nu}(a_j) - \bar{n}_{\nu}(a_j) - \varepsilon_jn_{\nu}| \leq (\tau + 1)C_j \]
\[ + \sum_{s=1}^{\tau} |\varepsilon_j^{(s)} - \varepsilon_jn_{l_{a_j}^{(s)}} + |\varepsilon_j^{(r+1)} - \varepsilon_jn_{N}^{(r+1)}. \]

Since \( \varepsilon_j^{(n)} \to \varepsilon_j \) as \( n \to \infty \), taking into account (6.33) we get \( (\nu \to \infty) \)
\[ \frac{1}{n_{\nu}} \left\{ \sum_{s=1}^{\tau} |\varepsilon_j^{(s)} - \varepsilon_jn_{l_{a_j}^{(s)}} + |\varepsilon_j^{(r+1)} - \varepsilon_jn_{N}^{(r+1)} \right\} \to 0. \]

We shall assume that \( l_n \geq n \), then \( \tau = o(\nu_{\tau}) \), and for \( \tau \to \infty \) we have
\[ \frac{\tau + 1}{n_{\nu}} \leq \frac{\tau + 1}{\nu_{\tau}} \leq \frac{\tau + 1}{\nu_{\tau}} \to 0. \]
The relations (6.34), (6.35), and (6.36) imply that, for \( \Phi \), the relation \( \varepsilon_g(a_j) = \varepsilon_j \), \( 1 \leq j \leq q \), holds, and the condition \( 3^o \) is satisfied.

It is easy to see that
\[ \sum_{\nu=1}^{\infty} \frac{p_{\nu}m_{\nu}}{n_{\nu}^2} \leq \sum_{\tau=1}^{\infty} \sum_{\nu=\nu_{\tau-1}+1}^{\nu_{\tau}} \frac{P^{(\tau)}m^{(\tau)}}{n_{\nu}^2} \]
\[ \leq \sum_{\tau=1}^{\infty} P^{(\tau)}m^{(\tau)} \sum_{\nu=\nu_{\tau-1}+1}^{\nu_{\tau}} \frac{1}{n_{\nu}^2} < \sum_{\tau=1}^{\infty} P^{(\tau)}m^{(\tau)} \sum_{\nu=\nu_{\tau-1}+1}^{\infty} \frac{1}{\nu^2} \]
\[ < \sum_{\tau=2}^{\infty} P^{(\tau)}m^{(\tau)} \frac{1}{\nu_{\tau-1}} + P^{(1)}m^{(1)} \sum_{\nu=1}^{\infty} \frac{1}{\nu^2}. \]

\[ \text{Recall that } P^{(\tau)} = \max_k p_k^{(\tau)}. \]
It is clear that for arbitrary given sequences \( \{P(\tau)\}, \{m(\tau)\} \) we can, by means of a suitable choice of \( l_1, l_2, \ldots \) make the sequence \( \nu_{\tau-1} \) so rapidly increasing that
\[
\sum_{\tau=2}^{\infty} \frac{P(\tau)m(\tau)}{\nu_{\tau-1}} < \infty.
\]

The inequality (6.37) then implies that the condition \( 2^o \) holds for \( \Phi \). The condition (6.38) implies that \( m(\tau) = o(\nu_{\tau-1}) \) as \( \tau \to \infty \), that is, the condition \( 4^o \) is satisfied.

Theorem 6.2 has been proved.

**Theorem 6.3.** Let \( \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_q \) (\( q \geq 2 \)), \( \delta_1, \delta_2 \) be some numbers such that \( \delta_j > 0, j = 1, 2, 1 \geq \varepsilon_j \geq 0, j = 1, \ldots, q, \delta_1 + \delta_2 + \varepsilon_1 \leq 1 \), and
\[
\delta_1 + \delta_2 + \sum_{j=1}^{q} \varepsilon_j = 2.
\]

Let \( a_1, \ldots, a_q \) be distinct complex numbers and let \( \gamma \) be a \( J' \)-curve with ends at the points \( a_1 \) and with all points \( a_2, \ldots, a_q \) on the same side of the curve \( \gamma \) with the possible exception of one point, which is lying on the other side of \( \gamma \). Then there exists a Riemann surface \( \Phi \) with almost periodic ends of the second kind, which are separated by a \( J \)-curve \( \Gamma \subset \Phi \), such that \( \Gamma \) is projected into \( \gamma \), \( \delta_j(a_1) = \delta_1 + \delta_2 \), \( \varepsilon_j(a_j) = \varepsilon_j, j = 1, \ldots, q, \delta_j(a) = 0 \) if \( a \neq a_1, \varepsilon_j(a) = 0 \) if \( a \neq a_1, \ldots, a_q \), and \( \delta_j(b_j) = \delta_j, j = 1, 2 \).

We are not going to present a proof of Theorem 6.3 because its proof is very close to the proof of Theorem 6.2. First we construct a Riemann surface \( \Phi \) under the following additional restrictions:

**B.** All points \( a_2, \ldots, a_q \) lie on the same side of the curve \( \gamma \), and the point \( a_2 \) is on the other side; \( 1 > \varepsilon(a_2) > 0 \); if \( \varepsilon_1 > 0 \), then \( \varepsilon_1 + \delta_1 + \delta_2 < 1 \); \( \varepsilon_j < 1 \) for \( 3 \leq j \leq q \).

The construction is carried out in the same way as in the corresponding part of the proof of Theorem 6.2, but the reference to Theorem 4.2 is replaced by the reference to Theorem 4.3. Then we turn to the general case, as before, but if the given points \( a_2, \ldots, a_q \) lie on the same side of the curve \( \gamma \), we add a point \( a_{q+1} \), which is separated from \( a_2, \ldots, a_q \) by the curve \( \gamma \) in the construction of the auxiliary surfaces \( \Phi^{(n)} \), and let \( \varepsilon_{q+1}^{(n)} > 0, \varepsilon_{q+1}^{(n)} \to 0 \) as \( n \to \infty \).

**Remark.** In the condition of Theorem 6.3 we can require only that the curve \( \gamma \) is a \( J' \)-curve with ends at \( a_1 \), and \( a_j \notin \gamma, 2 \leq j \leq q \). To prove this modification we replace the reference to Theorem 4.3 in the proof by a reference to the exercise at the end of Section 4.

**Exercise.** Suppose that we have added the condition A to the conditions of Theorem 6.2, or the condition B to the conditions of Theorem 6.3, and, besides, the numbers \( \delta_1, \delta_2, \varepsilon_1, \ldots, \varepsilon_q \) are rational. Show that in these theorems we can choose \( \Phi \) to be Riemann surfaces with periodic ends.

Theorems 6.1, 6.2, and 6.3 immediately imply
Theorem 6.4. Let $q \geq 2$ complex numbers $a_1, \ldots, a_q$ be given, and let $\delta(a_j)$ and $\varepsilon(a_j)$, $1 \leq j \leq q$, be non-negative numbers, such that $0 \leq \delta(a_j) + \varepsilon(a_j) \leq 1$ and

$$\sum_{j=1}^{q} \{\delta(a_j) + \varepsilon(a_j)\} = 2,$$

moreover, only one or two of the numbers $\delta(a_j)$ are positive. Then there exists a meromorphic function $f(z)$ such that its deficiencies and indices at the point $a_j$ are equal to $\delta(a_j)$ and $\varepsilon(a_j)$, respectively, $1 \leq j \leq q$.

Remark. We can drop the requirement that the number of index values in Theorem 6.4 is finite, extending somewhat the notion of an almost periodic end. Without giving the details, we shall provide hints, which allow the reader to reconstruct the corresponding argument. We consider the case when $\delta(a_j) = \delta_j > 0$, $j = 1, 2$. Now we have sequences $\{a_1, a_2, \ldots\}$ and $\{\varepsilon(a_1), \varepsilon(a_2), \ldots\}$. If the points $a_1$ and $a_2$ are not accumulation points of the sequence $\{a_3, a_4, \ldots\}$, there are no any new substantial difficulties. We carry out the construction of the surface $\Phi$ in the same way as in the proof of Theorem 6.2, but the number $q^{(n)}$ of the base points for the surface $\Phi^{(n)}$ will depend on $n$, and $q^{(n)} \to \infty$ as $n \to \infty$, while before we had $q^{(n)} = q$. In general case we need to make more substantial changes in the construction of the surface $\Phi$.

As before, we choose a $J$-curve $\gamma$ with ends at the points $a_1, a_2$ in such a way that it does not pass through the points $a_j$, $3 \leq j < \infty$. Now we cannot choose neighborhoods $U(\varepsilon, B^k_j)$, $j = 1, 2$ with fixed $\varepsilon$, which does not depend on $k$, and we take $U(\varepsilon_k, B^k_j)$, where $\varepsilon_k = \varepsilon_j$, $0 < \varepsilon_j \leq \varepsilon_k < 1$ for $|k| < |j|$. Now $\Phi'_k = \Phi_k \setminus \{(U(\varepsilon_k, B^k_j) \cup U(\varepsilon_k, B^k_2))\}$, and the role of $U(\varepsilon, B_j)$ is played by

$$U(\{\varepsilon_k\}, \bar{B}_j) = \bigcup_{|k|=1}^{\infty} \{U(\varepsilon_k, B^k_j) \setminus \Gamma_k\}.$$ 

We let $\varepsilon = \varepsilon_1$ in the formulas (6.5) and (6.6), then the functions (6.5) and (6.6) are conformal mappings of $U(\{\varepsilon_k\}, \bar{B}_1)$ and $U(\{\varepsilon_k\}, \bar{B}_1)$ onto the regions

$$G_2 = \bigcup_{\nu=1}^{\infty} \left\{ \xi < \frac{1}{\delta_g(b_2)} \ln \frac{\varepsilon}{\varepsilon e}, \quad 2\pi \frac{n_{\nu-1} - n_{\nu-1}(b_2)}{\delta_g(b_2)} \leq |\eta| \leq 2\pi \frac{n_{\nu} - n_{\nu}(b_2)}{\delta_g(b_2)} \right\},$$

and

$$G_1 = \bigcup_{\nu=1}^{\infty} \left\{ \xi > \frac{1}{\delta_g(b_1)} \ln \frac{\varepsilon \varepsilon e}{\varepsilon e}, \quad 2\pi \frac{n_{\nu-1} - n_{\nu-1}(b_1)}{\delta_g(b_1)} \leq |\eta| \leq 2\pi \frac{n_{\nu} - n_{\nu}(b_1)}{\delta_g(b_1)} \right\},$$

respectively.

The definition of the number $p_k$ also has to be changed. Now we shall find a quasiconformal mapping of $\Phi'_k$ onto the rectangle

$$R_k = \left\{ \frac{1}{\delta_g(b_2)} \ln \frac{\varepsilon}{\varepsilon e} \leq \xi \leq \frac{1}{\delta_g(b_1)} \ln \frac{\varepsilon}{\varepsilon_k}, \quad 0 \leq \eta \leq 2\pi m_k \right\},$$

such that: (1) The part of the boundary of $\Phi'_k$ lying over the circle $\{|w - b_2| = \varepsilon_k\}$ (over $\{|w - b_1| = \varepsilon_k\}$) is mapped with the constant distortion onto the left (right) side of the rectangle; (2) The part of the boundary of $\Phi'_k$ lying on $\Gamma_k^+$ (on $\Gamma_k^-$) is mapped onto the lower (upper) side of $R_k$, moreover, the points on $\Gamma_k^+$ satisfying
Let $\varepsilon_k \leq |w - b_2| \leq \varepsilon$ (satisfying $\varepsilon_k \leq |w - b_1| \leq \varepsilon$) are mapped onto the points with the real part equal to

$$\xi = \frac{1}{\delta_g(b_2)} \ln \frac{|w - b_2|}{\varepsilon \varepsilon}$$

(with the real part equal to

$$\xi = \frac{1}{\delta_g(b_1)} \ln \frac{\varepsilon \varepsilon}{|w - b_1|}$$

points of the remaining part of $\Gamma_k^\pm$ are mapped with the constant distortion onto intervals with $-1/\delta_g(b_2) \leq \xi \leq 1/\delta_g(b_1)$. After that the number $p_k$ is defined as before.

We replace the condition 2° in the definition of an almost periodic end by the following condition.

2° bis.

$$\sum_{\nu=1}^\infty \frac{p_\nu m_\nu \ln \frac{1}{n_\nu^2}}{n_\nu^2} < \infty.$$ 

Now, modifying somewhat the previous argument, we find a quasiconformal mapping of $\Phi$ onto $\{ |\zeta| < \infty \}$, such that $\bigcup_{|k|=1} \Phi_k^\nu$ is mapped into $\{ |\zeta| < \infty \} \setminus \{ G_1 \cup G_2 \}$ by some function $\zeta = \psi_k(\zeta')$ is such that we still have $\xi = \xi'$, but only the set $R_k \cap \{ -1/\delta_g(b_2) \leq \xi \leq 1/\delta_g(b_1) \}$ is mapped into the trapezoid $T_k$, and the sets $R_k \cap \{ \xi' \leq -1/\delta_g(b_2) \}$ and $R_k \cap \{ \xi' \geq 1/\delta_g(b_1) \}$ are mapped by affine transformations into rectangles adjoining to $T_k$ from the left and from the right. Using the condition 2° bis we can show that

$$\iint_{|\zeta| \geq 1} \{ p(\zeta, w) - 1 \} d\sigma(\ln \zeta) \leq \iint_{|\zeta| \geq 1} \{ p(\zeta, w) d\sigma(\ln \zeta) \} < \infty.$$ 

Let $w = \varphi(\zeta)$ be a function realizing the inverse mapping of $\{ |\zeta| < \infty \}$ onto $\Phi$. If we add the condition

5°. $\lim_{w \to \infty} \frac{\ln \varphi(w)}{n_\nu^2} = 0$,

the arguments of $a$-points of $\varphi(\zeta)$, lying in $\{ (-1)^j \eta > 0 \}$, $j = 0, 1$, tend to $(-1)^\frac{\pi}{2}$, and the formulas (6.12) and (6.13) remain true. Now it is not difficult to prove analogs of Theorems 6.1, 6.2, and 6.3 for this wider class of generalized almost periodic ends. In the case of an analog of Theorem 6.3 we impose on the curve $\gamma$ the following restrictions only: $a_j \notin \gamma$, $j = 2, 3, \ldots$; $a_1$ is an end of $\gamma$, and use the exercise at the end of Section 4 (cf. Remark to Theorem 6.3). The point is that the points $a_2, a_3, \ldots$ could be located in such a way (e.g. everywhere dense in the plane), that no matter how we draw a $J'$-curve $\gamma$ with ends at $a_1$, there are infinitely many points of the sequence $a_2, a_3, \ldots$ on each of the sides of $\gamma$.

7. Riemann surfaces with finitely many almost periodic ends

After the introduction of the notion of an almost periodic end we can introduce the class of Riemann surfaces with finitely many almost periodic ends in the same
way as, using the notion of a logarithmic end we constructed surfaces with finitely many logarithmic ends.

Let $K$ be some simply connected finite-sheeted Riemann surface with boundary, bounded by a closed Jordan curve $C$ consisting of $p$ $J$-curves $\sigma_k = \overline{B_k}B_{k+1}$, $k = 1, \ldots, p$. As in Section 5, all indices $k$ will be considered mod $p$. Let $b_k$ be the projection of the point $B_k$. For simplicity we assume that $\infty$ is not among the points $b_k$. Take $p$ almost periodic ends $\Lambda_k$, $1 \leq k \leq p$, moreover, the boundary of $\Lambda_k$ is a $J$-curve $\sigma_k = \overline{B_{k+1}}B_k$. Obviously, if $b_k \neq b_{k+1}$, then the end $\Lambda_k$ is of the first kind, if $b_k = b_{k+1}$, then the end $\Lambda_k$ is of the second kind. We introduce the following notation

$$\delta_x(b_k, \Lambda_k) = d_k^+, \ \delta_x(b_{k+1}, \Lambda_k) = d_k^-.$$  

We paste to the Riemann surface $K$ with the points $B_k$, $1 \leq k \leq p$, excluded, almost periodic ends $\Lambda_k$ along the curves $\sigma_k$, $1 \leq k \leq p$. Then we get some Riemann surface $F$ which is called a Riemann surface with $p$ almost periodic ends. The part $K$ of the Riemann surface $F$ is called its pseudokernel. If we exclude from $K$ sufficiently small neighborhoods of the boundary points $B_k$, $1 \leq k \leq p$, we get a Riemann surface with boundary $K_0$, which is called the kernel of the Riemann surface $F$. The Riemann surface $F$ has logarithmic ramification points $\tilde{B}_k$ contains and $\varepsilon$-neighborhood of the point $B_k$ on $K$, and intersects with the almost periodic ends $\Lambda_k$ and $\Lambda_{k-1}$. From now on we assume that $\varepsilon > 0$ does not depend on $k$ and does not exceed any of $\varepsilon$ from the definition of almost periodic ends $\Lambda_k$.

Obviously, the Riemann surface $F$ belongs to some class $F_q$. Note, that it is possible for a Riemann surface to have one almost periodic end ($p = 1$), which is, obviously, and end of the second kind. For example, the function $w = \cos \sqrt{\tau}$ (see Fig. 15) maps the complex $z$-plane onto a Riemann surface $F$ with one periodic end (sin-end).

Now we construct a homeomorphic mapping of the Riemann surface $F$ one the complex $\zeta$-plane, which is quasiconformal outside certain compact region on $F$.

As in Section 5, we assume that all regions on $F$ which we consider contain all of their boundary points belonging to $F$. We make a cut in $U(\varepsilon, B_k) \cap K$ along a radius of $S_k = \{0 < |w - b_k| \leq \varepsilon, \ \arg w = \alpha_k^x\}$ starting at $B_k$. This cut splits $U(\varepsilon, B_k)$ into two parts: $U^+(\varepsilon, B_k)$ and $U^-(\varepsilon, B_k)$, where $U^+(\varepsilon, B_k)$ has a non-empty intersection with $\Lambda_k$ and $U^-(\varepsilon, B_k)$ has a non-empty intersection with $\Lambda_{k-1}$. We denote the kernel $K \setminus \bigcup_{k=1}^p U(\varepsilon, B_k)$ by $K_0$. The regions $U^+_k(\varepsilon, B_k) = U^+(\varepsilon, B_k) \setminus \Lambda_k$ and $U^-_k(\varepsilon, B_k) = U^-(\varepsilon, B_k) \setminus \Lambda_{k-1}$ are circular sectors with the vertex at $B_k$ and the angles $\tilde{\theta}_k^+$ and $\tilde{\theta}_k^-$, respectively, $\tilde{\theta}_k^+ + \tilde{\theta}_k^- \leq 2\pi$. Denote by $\Lambda'_k$ the following part of the Riemann surface $F$:

$$\Lambda'_k = \Lambda_k \cup U^+(\varepsilon, B_k) \cup U^-(\varepsilon, B_{k+1}) = \Lambda_k \cup U^+_1(\varepsilon, B_k) \cup U^-_1(\varepsilon, B_{k+1})$$

It is clear that

$$F = K_0 \cup \left( \bigcup_{k=1}^p \Lambda'_k \right).$$

We find a quasiconformal mapping of $\Lambda'_k$ onto the region $H_k = \{\eta_k > 0\} \setminus T_k$, $\zeta_k = \xi_k + i\eta_k$, where $T_k$ is a trapezoid with vertices at the points $-1/d_k^-, 1/d_k^+$,
It is easy to see that the point where function (7.4)

\[
\begin{align*}
1/d_k^+ + i\theta_k^+, -1/d_k^- + i\theta_k^{k+1}, \quad &\text{where } \theta_k^+ = \tilde{\theta}_k^+/d_k^+, \theta_k^{k+1} = \tilde{\theta}_k^{k+1}/d_k^-.
\end{align*}
\]

We denote the region \( \{\xi_k \leq 1/d_k^+, 0 \leq \eta_k \leq \theta_k^+\} \) by \( H^{(k)}(\theta_k^+) \), the region \( \{\xi_k \leq -1/d_k^-, 0 \leq \eta_k \leq \theta_k^{k+1}\} \) by \( H^{(k)}(\theta_k^{k+1}) \), and the region \( H^{(k)}(\theta_k^{k+1}, \theta_k^+) = H_k \setminus (H^{(k)}(\theta_k^{k+1}) \cup H^{(k)}(\theta_k^+)) \) by \( H^{(k)}(\theta_k^{k+1}, \theta_k^+) \). We map the region \( H^{(k)}(\theta_k^{k+1}, \theta_k^+) \) onto \( \Lambda_k \) using the function \( w = \tilde{\varphi}_k(\xi_k) \), where \( \tilde{\varphi}_k(\xi_k) \) is the function \( \varphi_{\alpha \beta}(\xi_k) \) mentioned in Remark 2 to Theorem 6.1 (p. ???) with \( \alpha = \theta_k^{k+1}, \beta = \theta_k^+ (H_{\alpha \beta} = H^{(k)}(\theta_k^{k+1}, \theta_k^+)) \). This is a quasiconformal mapping. We map \( H^{(k)}(\theta_k^{k+1}) \) onto \( U_1^- (\varepsilon, B_{k+1}) \) using the function

\[
(7.1) \quad w = b_{k+1} + \varepsilon \exp \{d_k^- \xi_k + 1 - id_k^- \alpha_{k+1}^-\}
\]

(7.2) \quad w = b_k + \varepsilon \exp \{-d_k^+ \xi_k + 1 + id_k^+ \alpha_k^+\}

where the real constant \( \alpha_{k+1}^- \) is chosen in such a way that \( \{\xi \leq -1/d_k^-, \eta_k = 0\} \) is mapped into \( S_{k+1} \). Similarly we map \( H^{(k)}(\theta_k^+) \) onto \( U_1^+ (\varepsilon, B_k) \) using the function

\[
(7.3) \quad \int \int_{H_k} \{p(\xi_k, w) - 1\} d\sigma(\ln \xi_k) = \int \int_{H^{(k)}(\theta_k^{k+1}, \theta_k^+)} \{p(\xi_k, w) - 1\} d\sigma(\ln \xi_k) < \infty.
\]

We denote the number of \( \alpha \)-points of the function \( w = \varphi_k(\xi_k) \) in \( H_k \cap \{|\xi_k| \leq r\} \) by \( n(r, a, \varphi_k) \), similarly we define \( n_1(r, a, \varphi_k) \). By (6.19) and (6.20) we have

\[
(7.4) \quad n(r, a, \varphi_k) = \begin{cases} 
\frac{r}{2\pi} + o(r) & \text{for } a \neq b_k, b_{k+1}, \\
\frac{1}{2}\pi \left( 1 - \delta_g(b_j, \Lambda_k) \right) + o(r) & a = b_j, j = k, k + 1 \text{ (if } b_k \neq b_{k+1}) \\
\frac{1}{2}\pi \left( 1 - \delta_g(b, \Lambda_k) \right) + o(r) & a = b \text{ (if } b_k = b_{k+1} = b),
\end{cases}
\]

\[
(7.5) \quad n_1(r, a, \varphi_k) = \varepsilon_g(a, \Lambda_k) \frac{r}{2\pi} + o(r) \quad \text{for all } a.
\]
Let us observe that for fixed \(a\) all \(a\)-points of the function \(\varphi_k(\zeta_k)\) lie in some strip \(|\xi_k| \leq K = K(a)\). The quantity

\[
\chi = \chi(F) = \frac{d_1^+ d_2^+ \ldots d_p^+}{d_1^- d_2^- \ldots d_p^-}
\]

will be called the *characteristic* of the surface \(F\). If we change the way in which we count the points \(B_k\) on the curve \(C\), the characteristic \(\chi\) does not change. Let

\[
\beta = 1 + \left(\frac{\ln \chi}{\pi p}\right)^2.
\]

Let \(\zeta_k = \rho_k e^{i\theta_k}\), \(1 \leq k \leq p\). We map \(H_k\) using the function

\[
(7.6)\quad \zeta' = w_k(\zeta_k) = \left(\frac{d_1^+ \ldots d_k^+}{d_1^- \ldots d_{k-1}^-}\right)^{\frac{2}{p}} e^{i\frac{\pi}{p}(k-1)}, \ 1 \leq k \leq p, \ d_0^+ = 1,
\]

where the branch of \(\phi_k^2\) is chosen in such a way, that (\(\zeta' = \rho' e^{i\theta'}\))

\[
(7.6')\quad \rho' = \left(\frac{d_1^+ \ldots d_k^+}{d_1^- \ldots d_{k-1}^-}\right)^{\frac{2}{p}} \rho_k^2, \ \theta' = \frac{2}{p} \theta_k + \frac{2\pi}{p}(k-1), \ 1 \leq k \leq p.
\]

The function (7.6) maps \(H_k\) onto the region

\[
\{(k-1)\frac{2\pi}{p} < \arg \zeta' < \frac{2\pi}{p}k\} \setminus T_k',
\]

where \(T_k'\) is the image of the trapezoid \(T_k\) under the mapping (7.6). The mapping \(\zeta_k = \varphi_k^{-1}(w)\) maps the point \(w \in S_k\) onto the point

\[
\zeta_k = \xi_k = \frac{1}{d_k^+} \ln \frac{\varepsilon e}{|w - b_k|},
\]

the mapping \(\zeta' = \omega_k(\varphi_k^{-1}(w))\) maps the point \(w \in S_k\) onto the point

\[
(7.7)\quad \zeta' = \left(\frac{d_1^+ \ldots d_{k-1}^+}{d_1^- \ldots d_{k-2}^-}\right)^{\frac{2}{p}} \left(\ln \frac{\varepsilon e}{|w - b_k|}\right)^{\frac{2}{p}} e^{i\frac{\pi}{p}(k-1)}, \ k = 1, \ldots, p.
\]

The mapping \(\zeta_{k-1} = \varphi_{k-1}^{-1}(w)\), \(k = 2, \ldots, p\) maps the same point \(w \in S_k\) onto the point

\[
\zeta_{k-1} = \frac{1}{d_{k-1}^-} \ln \frac{w - b_k}{\varepsilon e} = \frac{1}{d_{k-1}^-} \ln \frac{e}{|w - b_k|},
\]

and the mapping \(\zeta' = \omega_{k-1}(\varphi_{k-1}^{-1}(w))\) maps it onto the point

\[
(7.8)\quad \zeta' = \left(\frac{d_1^+ \ldots d_{k-1}^+}{d_1^- \ldots d_{k-2}^-}\right)^{\frac{2}{p}} \left(\ln \frac{\varepsilon e}{|w - b_k|}\right)^{\frac{2}{p}} e^{i\frac{\pi}{p}(k-2)} e^{i\frac{\pi}{p}(k-1)}, \ k = 2, \ldots, p.
\]

Comparing the formulas (7.7) and (7.8) we see that the mapping \(\zeta' = \omega(w) = \omega_k(\varphi_k^{-1}(w))\) remains single-valued and continuous on the radii \(S_2, S_3, \ldots, S_p\) for
\[ w \in \Lambda'_k \cup S_k \cup S_{k+1}, \quad k = 1, \ldots, p, \] and maps \( \left( \bigcup_{k=1}^{p} \Lambda'_k \right) \cup \left( \bigcup_{k=2}^{p} S_k \right) \) onto the region \( G' \) defined as the complex \( \zeta' \)-plane with \( \bigcup_{k=1}^{p} T'_k \) removed and with the cut along the positive real half-axis. In the general case the function \( \zeta' = \omega(w) \) is not single-valued on \( S_1 \). In fact, under the mapping \( \zeta' = \omega_1(\varphi_1^{-1}(w)) \) the point \( w \in S_1 \) is mapped, by (7.7), onto the point

\[ \zeta' = \left( \ln \frac{\varepsilon e}{w - b_1} \right)^{\frac{\pi}{p}} = \zeta^+, \]

and under the mapping by the function \( \zeta' = \omega_p(\varphi_p^{-1}(w)) \) it is mapped onto the point

\[ \zeta' = \left( \frac{d_1^+ \cdots d_p^+}{d_1^- \cdots d_p^-} e^{i\pi} e^{\pi e \ln \frac{\varepsilon e}{w - b_1}} \right)^{\frac{2}{p}} e^{i \frac{2\pi}{p}(p-1)} \]

\[ = \chi^{\frac{2}{p}} \left( \ln \frac{\varepsilon e}{w - b_1} \right)^{\frac{2}{p}} = \chi^{\frac{2}{p}} \zeta^+ = \zeta^-. \]

If \( \chi = 1 \), then \( \zeta^+ = \zeta^- \), and the function \( \zeta' = \omega(w) \) is continuous and single-valued also on \( S_1 \). In the general case we make an additional conformal mapping:

\[ (7.9) \quad \zeta = (\zeta')^{1/(1 - i \frac{\ln \chi}{\pi p})}, \quad \zeta' = \rho e^{i \theta'}, \quad \zeta = \rho e^{i \theta}, \]

where a single-valued branch is chosen in such a way that the region \( \{0 < \theta' < 2\pi\} \) is mapped into the region

\[ \left\{ \frac{\ln \rho \ln \chi}{\pi p} < \theta < \frac{\ln \rho \ln \chi}{\pi p} + 2\pi \right\}, \]

that is, into the complex \( \zeta \)-plane with the cut along a logarithmic spiral \( \theta = \frac{1}{\pi p} \ln \rho \ln \chi, \quad 0 < \rho < \infty \). Under this mapping the point \( \zeta^+ = \rho' \) on the upper boundary of the cut in the \( \zeta' \)-plane is mapped onto the point

\[ \zeta = (\zeta^+)^{1/(1 - i \frac{\ln \chi}{\pi p})} = (\rho')^{1/\beta} \exp \left\{ \frac{i \ln \chi \ln \rho'}{\pi p \beta} \right\}, \]

and the point \( \zeta^- = \chi^{\frac{2}{p}} \zeta^+ e^{2\pi i} \) on the lower boundary of the cut is mapped onto the point

\[ \zeta = (\zeta^+)^{1/(1 - i \frac{\ln \chi}{\pi p})} \chi^{2/(\rho - i \frac{\ln \chi}{\pi p})} e^{2\pi i/(1 - i \frac{\ln \chi}{\pi p})} \]

\[ = (\zeta^+)^{1/(1 - i \frac{\ln \chi}{\pi p})} \exp \left\{ \frac{2 \ln \chi + 2\pi i p}{\rho - i \frac{\ln \chi}{\pi p}} \right\} = (\zeta^+)^{1/(1 - i \frac{\ln \chi}{\pi p})} e^{2\pi i}, \]

that is, under the mapping (7.9) the points \( \zeta^+ \) and \( \zeta^- \) are mapped onto the points on the opposite boundaries of the cut in the \( \zeta \)-plane, which correspond to the same number in the complex plane. We denote the image of the region \( G' \) under the mapping (7.9) by \( G \). It is easy to see that \( G_0 = \{|\zeta| < \infty\} \setminus G \) is a simply connected region bounded by a closed Jordan curve. The mapping \( \zeta = \zeta(w) \), which is a composition of the mapping \( \zeta' = \omega(w) \) and the mapping (7.9), is a homeomorphic mapping of \( F \setminus K_0 \) onto \( G \). There exists a homeomorphic mapping of the kernel
K_0 onto the region G_0 such that we get a homeomorphic mapping \( \zeta = \zeta(w) \) of the whole Riemann surface \( F \) onto \( \{|z| < \infty\} \). Denote the mapping inverse to \( \zeta = \zeta(w) \) by \( w = \varphi(\zeta) \). It is clear that the mapping \( w = \varphi(\zeta) \) is quasiconformal in \( G \). Taking into account (7.3) we get

(7.10)
\[
\int \int_{G} \{p(\zeta, w) - 1\} d\sigma(\ln \zeta) = \int \int_{G'} \{p(\zeta', w) - 1\} \left| \frac{d\ln \zeta}{d\ln \zeta'} \right|^2 d\sigma(\ln \zeta')
\]
\[
= \frac{1}{\beta} \int \int_{G'} \{p(\zeta', w) - 1\} d\sigma(\ln \zeta')
\]
\[
= \frac{1}{\beta} \sum_{k=1}^{p} \int_{H_k} \{p(\zeta_k, w) - 1\} \left| \frac{d\ln \zeta'}{d\ln \zeta_k} \right|^2 d\sigma(\ln \zeta_k)
\]
\[
= \frac{4}{p^2 \beta} \sum_{k=1}^{p} \int_{H_k} \{p(\zeta_k, w) - 1\} d\sigma(\ln \zeta_k) < \infty.
\]

If the function \( w = f(z) \) is a conformal mapping of \( \{|z| < R\} \) onto \( F \), then the mapping \( z = z(\zeta) = f^{-1}(\varphi(\zeta)) \) satisfies, by (7.10), the conditions of Teichmüller Theorem 3.1, hence, \( R = \infty \) and under the corresponding normalization of the meromorphic in \( \{|z| < \infty\} \) function \( w = f(z) \) we have

(7.11)
\[
\lim_{z \to \infty} \left| \frac{\zeta(z)}{z} \right| = \lim_{z \to \infty} \left| \frac{\zeta'}{z'} \right| = 1.
\]

Let \( d^k(a) = \delta(a, \Lambda_k), e^k(a) = \varepsilon(a, \Lambda_k) \). If \( r \) is sufficiently large, then the region corresponding to \( \{|\zeta| \leq r\} \setminus G_0 \) in the \( \zeta' \)-plane is the region which is the intersection of \( G' \) with the region \( \{\rho' \leq r \exp \left( \theta' \frac{\ln \chi}{\pi p} \right) \} \), \( 0 < \theta' < 2\pi \), and the corresponding regions in \( \zeta_k \)-planes are the intersections of \( H_k \) with \( (\zeta_k = \rho_k e^{i\theta_k}) \):

\[
\rho_k \leq \frac{d_1 \ldots d_{k-1}}{d_1' \ldots d_k'} r^{\beta p/2} \exp \left\{ \frac{\ln \chi}{2\pi} \left[ \frac{2}{p} \theta_k + (k - 1) \frac{2\pi}{p} \right] \right\}
\]
\[
= \frac{d_1 \ldots d_{k-1}}{d_1' \ldots d_k'} r^{\beta p/2} \chi^{1/(\theta_k + \pi)} \exp \left( \frac{2\pi}{p} \left( \theta_k \right) \right), \quad 0 < \theta_k < \pi, \quad 1 \leq k \leq p,
\]

this follows from (7.6') and (7.9). Taking into account the relations (7.4) and (7.5), and also the fact that for each \( a \) the arguments of \( a \)-points in the \( \zeta_k \) plane tend to \( \pi/2 \), we find that

(7.12)
\[
n(r, a, \varphi) = \frac{r^{\beta p/2}}{2\pi} \sum_{k=1}^{p} \left( 1 - d^k(a) \right) \frac{d_1 \ldots d_{k-1}}{d_1' \ldots d_k'} \chi^{\frac{1}{2}}(k - \frac{1}{2}) + o(r^{\beta p/2}),
\]

(7.13)
\[
n_1(r, a, \varphi) = \frac{r^{\beta p/2}}{2\pi} \sum_{k=1}^{p} e^k(a) \frac{d_1 \ldots d_{k-1}}{d_1' \ldots d_k'} \chi^{\frac{1}{2}}(k - \frac{1}{2}) + o(r^{\beta p/2}).
\]

By (7.11) the relations (7.12) and (7.13) remain true if we replace \( n(r, a, \varphi) \) by \( n(r, a, f) \) and \( n_1(r, a, \varphi) \) by \( n_1(r, a, f) \). From here we get

(7.14)
\[
N(r, a, f) = \frac{r^{\beta p/2}}{\beta \pi} \sum_{k=1}^{p} \left( 1 - d^k(a) \right) \frac{d_1 \ldots d_{k-1}}{d_1' \ldots d_k'} \chi^{\frac{1}{2}}(k - \frac{1}{2}) + o(r^{\beta p/2}),
\]
Since \( d^k(a) = 0, 1 \leq k \leq p, \) for all \( a \) except at most \( p \), arguing as in the deduction of (6.16) we find that

\[
T(r, f) = \frac{r^{\beta p/2}}{\beta p \pi} \sum_{k=1}^{p} \frac{d_1^{-} \cdots d_{k}^{-}}{d_1^{+} \cdots d_{k}^{+}} \chi^p(k^{-\frac{1}{2}}) + o(r^{\beta p/2}),
\]

and get the following theorem.

**Theorem 7.1.** Let \( w = f(z) \) be a meromorphic function mapping the complex \( z \)-plane onto a Riemann surface \( F \) with \( p \) almost periodic ends and characteristic \( \chi \). Then the function \( w = f(z) \) has a normal type of order

\[
\rho = \frac{\beta p}{2} = \frac{p}{2} \left( 1 + \left( \frac{\ln \chi}{\pi p} \right)^2 \right),
\]

moreover \( T(r, f) \sim Kr^\rho, \ 0 < K < \infty, \) and its deficiencies and indices are equal to

\[
\delta(a, f) = \frac{\sum_{k=1}^{p} d^k(a) d_1^{-} \cdots d_{k-1}^{-} \chi^p(k^{-\frac{1}{2}})}{\sum_{k=1}^{p} d_1^{+} \cdots d_{k}^{+} \chi^p(k^{-\frac{1}{2}})}
\]

and

\[
\varepsilon(a, f) = \frac{\sum_{k=1}^{p} e^k(a) d_1^{-} \cdots d_{k-1}^{-} \chi^p(k^{-\frac{1}{2}})}{\sum_{k=1}^{p} d_1^{+} \cdots d_{k}^{+} \chi^p(k^{-\frac{1}{2}})}
\]

respectively.

Since \( \sum_a \{d^k(a) + e^k(a)\} = 2 \) for \( k = 1, \ldots, p \), the equalities (7.18) and (7.19) imply that

\[
\sum_a \{\delta(a, f) + \varepsilon(a, f)\} = 2
\]

for each function \( f \) satisfying the conditions of Theorem 7.1.

For brevity we shall speak about deficiencies and indices of the surface \( F \) with almost periodic ends meaning deficiencies and indices of the mapping meromorphic function \( w = f(z) \), and defining \( \delta(a, F) = \delta(a, f) \) and \( \varepsilon(a, F) = \varepsilon(a, f) \). In what follows we shall consider surfaces with finitely many almost periodic ends for \( \chi = 1 \) only, without mentioning this explicitly. For convenience of references we rewrite the formulas (7.17)–(7.19) for this case.

\[
\rho = p/2,
\]

\[
\delta(a, f) = \frac{1}{d_1^{+}} d^1(a) + \frac{d_1^{-}}{d_1^{+} d_2^{+}} d^2(a) \cdots + \frac{d_1^{-} \cdots d_{p-1}^{-}}{d_1^{+} \cdots d_p^{+}} d^p(a)
\]
Thus, generally speaking, weight depends on a point at which it is taken. However, we shall write \( F \) cut. We get a Riemann surface of the surfaces periodic ends. \( \chi \) (we agreed to consider such surface only), then surfaces \( F \) and \( \tilde{F} \) be two surfaces with finitely many \( (p_1, p_2) \), respectively) almost periodic ends, moreover, each of these surfaces have at least one logarithmic ramification point \( \tilde{B}' \) and \( \tilde{B}'' \) which is projected onto \( b \). Let \( K_1 \) and \( K_2 \) be pseudokernels of the surfaces \( F_1 \) and \( F_2 \). For sufficiently small \( \varepsilon > 0 \) the regions \( K_1 \cap U(\varepsilon, \tilde{B}') \) and \( K_2 \cap U(\varepsilon, \tilde{B}'') \) are circular sectors with vertices at points \( \tilde{B}' \in \partial K_1 \) and \( \tilde{B}'' \in \partial K_2 \). Suppose that these two sectors contain two radii with the same projection. We make cuts along these radii and paste the surfaces \( F_1 \) and \( F_2 \) along them, pasting each boundary of one cut with the opposite boundary of the other cut. We get a Riemann surface \( F \), which also is a surface with \( p(= p_1 + p_2) \) almost periodic ends.

We shall write \( F = F_1 + F_2 \) and say that the surface \( F \) is obtained by a junction of the surfaces \( F_1 \) and \( F_2 \) at the points \( \tilde{B}' \) and \( \tilde{B}'' \).

It is easy to see that \( \chi(F) = \chi(F_1) \chi(F_2) \). Therefore, if \( \chi(F_1) = \chi(F_2) = 1 \) (we agreed to consider such surface only), then \( \chi(F) = 1 \). On each of the joined surfaces \( F_1 \) and \( F_2 \) we start counting the logarithmic ramification points at \( \tilde{B}' \) and \( \tilde{B}'' \), respectively, we start counting logarithmic ramification points on the junction \( F = F_1 + F_2 \) at either the logarithmic ramification point corresponding to \( \tilde{B}' \), or at the logarithmic ramification point corresponding to \( \tilde{B}'' \), the specific choice makes no difference. It is easy to verify that

\[
L(F_1 + F_2) = L(F_1) + L(F_2),
\]

and using the formulas (7.21) and (7.22) we find that

\[
\delta(a, F_1 + F_2) = \frac{L(F_1)\delta(a, F_1) + L(F_2)\delta(a, F_2)}{L(F_1) + L(F_2)}.
\]
If we assume that we have already defined $F_1 + \cdots + F_{n-1}$, we define $F_1 + \cdots + F_n = \sum_{j=1}^{n} F_j$ as $(F_1 + \cdots + F_{n-1}) + F_n$.

Suppose that the surface $F_1 + \cdots + F_n$ is obtained in the following way. The surfaces $F_1$ and $F_2$ are joined at the points $B'$ and $B''$, and we start counting logarithmic ramification points of the surface of $F_1 + F_2$ at one of the points corresponding to $B'$ or $B''$ (we denote it by $B'$). The surfaces $F_1 + F_2$ and $F_3$ are joined at the points $B'$ and $B'''$, and we start counting logarithmic ramification points of $F_1 + F_2 + F_3$ from one of the points corresponding to $B'$ and $B'''$ (we denote it by $B''$), we continue in an obvious way till we get the surface $F_1 + \cdots + F_n$. It is not always possible to get the surface in this way, but if it is the case, we get, by induction, that

$$
\varepsilon(a, F_1 + F_2) = \frac{L(F_1)\varepsilon(a, F_1) + L(F_2)\varepsilon(a, F_2)}{L(F_1) + L(F_2)}.
$$

In the general case, for $n \geq 3$, these formulas are no longer true. Later on we shall need the following

**Theorem 7.2.** Let $b_1, \ldots, b_p$ be some complex numbers, not necessarily distinct, $a_1, \ldots, a_q$ be distinct complex numbers, moreover, all terms of the sequence $\{b_k\}$ are present among terms of the sequence $\{a_j\}$. Then there exists a Riemann surface $F$ with $p$ almost periodic ends $A_1, \ldots, A_p$, following after each other in the indicated order, where $\delta(a, A_k) = 0$ for $a \neq b_k, b_{k+1}$, and $\delta(b_k, A_k), \delta(b_{k+1}, A_k), \varepsilon(a_j, A_k)$, $1 \leq j \leq q$, $1 \leq k \leq p$, are arbitrary preassigned numbers satisfying $\delta(b_k, A_k) > 0$, $\delta(b_{k+1}, A_k) > 0$,

$$
\sum_{j=1}^{q} \{\delta(a_j, A_k) + \varepsilon(a_j, A_k) + \varepsilon(a_j, A_k)\} = 2, \quad \text{and} \quad 0 \leq \delta(a_j, A_k) + \varepsilon(a_j, A_k) \leq 1.
$$

First we construct a pseudokernel $K$. If $b_k \neq b_{k+1}$, that is, all almost periodic ends $A_k$ are of the first kind, the construction of the pseudokernel $K$ is the same as in the proof of Theorem 5.1. In general, the construction is somewhat more complicated.

First we assume that not all of the numbers $b_j$, $j \geq 2$, are equal to $b_1$. Let $b'_1, \ldots, b'_p$ and $b''_1, \ldots, b''_p$ be subsequences of $b_1, \ldots, b_p$ such that each of them has the same set of values as $b_1, \ldots, b_p$, but: (a) $b'_k \neq b''_{k-1}, b''_{k+1}$ ($b'_0 = b'_n$, $b''_0 = b''_n$), $k = 1, \ldots, \nu$; (b) all numbers $b''_k$ are distinct; (c) there is no subsequence with the same properties and more terms. Let $b''_1 = b_{n_1}, 1 = n_1 < n_2 < \cdots < n_\nu \leq p$; $b_{n_k} \neq b_{n_k-1}, b''_k = b''_{n_k}, 1 = m_1 < m_2 < \cdots < m_\mu \leq \nu$. We draw a closed Jordan
curve $c$ through the points $\{b'_1, \ldots, b'_p\}$ which does not pass through the points $a_1, \ldots, a_q$, different from $\{b_1, \ldots, b_p\}$, has a continuous curvature, and consisting in line segments in sufficiently small neighborhoods of the points $b'_1, \ldots, b'_p$. After that, we in the same way as at the beginning of the proof of Theorem 5.1, construct a simply connected finite-sheeted Riemann surface $K'$ with boundary, bounded by a closed Jordan curve $C'$, consisting of $\nu$ $J$-curves $\sigma'_k = \overline{B'_k B'_{k+1}}$, where the point $B'_k$ is projected onto $b'_k$. If $\nu = p$, we let $K = K'$ and $B_k = B'_k$. If $\nu < p$, we carry out an additional construction. Suppose that the sequence $b_1, \ldots, b_p$ satisfies $b_{t-1} \neq b_t = b_{t+1} = \cdots = b_{t+s} \neq b_{t+s+1}$ (indices are taken mod $p$). Let $b'_t = b''_t$. Take a $J'$-curve $c_r$ with ends at $b''_t$ such that the region $G_r$ bounded by it is contained in the region bounded by the curve $c$, and $G_r \setminus \{b''_t\}$ does not contain points $a_1, \ldots, a_q$, moreover, for different $t$ the regions $G_r$ are pairwise disjoint. We take $s$ copies of the region $G_r$ and make in each of them the same cut along a line segment with one end at $b''_t$ and the other end at $\pi_\tau \in G_r$. We make the same cut on $K'$ starting at $B'_t$. We paste to $K'$ $s$ copies of the regions $G_r$ along this cut in such a way, that the obtained Riemann surface remains simply connected, and an algebraic ramification point of order $s$ appears over $\pi_\tau$. Making such pasting for all $t$, we get a finite-sheeted simply connected Riemann surface $K$ with boundary, bounded by a Jordan curve $C$ consisting in $p$ $J$-curves $\sigma_k = \overline{B_k B_{k+1}}$, where the point $B_k$ is projected onto the point $b_k$, and the arc $\sigma_k$ is projected into the arc $\overline{b_k b_{k+1}}$ on the curve $c$ if $b_{k+1} \neq b_k$, and into some arc $c_r$ if $b_{k+1} = b_k$. The surface $K$ plays the role of pseudokernel. Now, using Theorems 6.2 and 6.3, we construct almost periodic ends $\Lambda_k$ with preassigned $\delta(a, \Lambda_k)$ and $\varepsilon(a, \Lambda_k)$, and the boundary $\sigma_k$. Joining them to the pseudokernel $K$ we get the desired surface $F$.

If $b_1 = \cdots = b_p = b$, the construction of the pseudokernel $K$ is simplified. Take a $J'$-curve $c$ with ends at $b$, let $G$ be the interior of the curve $c$. Choose the curve $c$ in such a way that $\overline{G \setminus \{b\}}$ does not contain the points $a_1, \ldots, a_q$. Let $w_0 \in G$. We take as $K$ the part of the surface of the function $(w - w_0)^{1/p}$ lying over $G$.

8. The inverse problem of the value distribution theory

First we prove the following theorem.

**Theorem 8.1.** Let $\delta_j, \varepsilon_j, j = 1, \ldots, q$ be non-negative numbers satisfying the conditions

\[(1') \sum_{j=1}^{q} \{\delta_j + \varepsilon_j\} = 2,\]
\[(2) \quad 0 < \delta_j + \varepsilon_j \leq 1, \quad 1 \leq j \leq q,\]
\[(3) \quad 0 < \sum_{j=1}^{q} \delta_j \leq 2, \text{ moreover, if } \sum_{j=1}^{q} \delta_j = 2, \text{ then all numbers } \delta_1, \ldots, \delta_q \text{ are rational.}\]

Let $a_1, \ldots, a_q$ be arbitrary distinct complex numbers. Then there exists a Riemann surface $F$ with almost periodic ends such that $\delta(a_j, F) = \delta_j, \varepsilon(a, F) = \varepsilon_j, 1 \leq j \leq q$. 

In the case when $\sum_{j=1}^{q} \delta_j = 2$, the desired Riemann surface $F$ was constructed in Theorem 5.1, namely, a surface with logarithmic ends. Note that for $\sum_{j=1}^{q} \delta_j = 2$ we cannot drop the restriction that the numbers $\delta_j$, $1 \leq j \leq q$, are rational, even if we use Riemann surfaces with almost periodic ends. In fact, if $\varepsilon(a_0, \Lambda_k) > 0$ for at least one almost periodic end $\Lambda_k$ and at least one point $a_0$, then, by (7.19), we have $\varepsilon(a_0, F) > 0$. But this contradicts the condition $\sum_{j=1}^{q} \delta_j = 2$. Hence, for each end $\Lambda_k$ we have $d_+^k + d_-^k = 1$, $1 \leq k \leq q$, and, necessarily, $\chi = 1$. The equality (7.21) implies that the deficiencies $\delta(a, F)$ are rational numbers.

In what follows we assume $\sum_{j=1}^{q} \delta_j < 2$ and $\sum_{j=1}^{q} \varepsilon_j > 0$. The distribution of deficiencies and indices of some surface $F$ with almost periodic ends will be described using a scheme

$$
\begin{pmatrix}
  a_1 & \ldots & a_q \\
  \delta(a_1) & \ldots & \delta(a_q) \\
  \varepsilon(a_1) & \ldots & \varepsilon(a_q)
\end{pmatrix} =
\begin{pmatrix}
  \delta_1 & \ldots & \delta_q \\
  \varepsilon_1 & \ldots & \varepsilon_q
\end{pmatrix},
$$

and the construction of a surface with this distribution of deficiencies and indices will be called a scheme solution. Junction of Riemann surfaces will be symbolically represented as addition of the corresponding schemes using the following rule:

$$
L_1 \left( \begin{array}{c}
  \delta_1^{(1)} \\
  \varepsilon_1^{(1)} \\
  \vdots
\end{array} \right) + L_2 \left( \begin{array}{c}
  \delta_2^{(2)} \\
  \varepsilon_2^{(2)} \\
  \vdots
\end{array} \right) =
(L_1 + L_2) \left( \begin{array}{c}
  L_1 \delta_1^{(1)} + L_2 \delta_2^{(2)} \\
  L_1 \varepsilon_1^{(1)} + L_2 \varepsilon_2^{(2)} \\
  \vdots
\end{array} \right),
$$

(8.1)

where the factor in front of a scheme denotes the weight of the surface taken at the point at which the junction takes place. We mean that the joined surfaces both have positive deficiencies over one of the points $a_{j_0}$ and the junction takes place at logarithmic ramification points over $a_{j_0}$. Solving schemes-summands we, obviously, can always select pseudokernels in such a way that the junction is possible. We may assume without loss of generality that $a_{j_0} = a_1$. Thus, in all schemes which we are going to join should be $\delta_1 > 0$, and the weight is always taken in a logarithmic ramification point over $a_1$. To solve a scheme with weight means to construct a Riemann surface with almost periodic ends, with preassigned value distribution and with the given weight up to a rational factor. If we can solve the schemes in the left-hand side of the equality (8.1) using surfaces $F_1$ and $F_2$ with weights $\frac{m_1}{m_2} L_1$ and $\frac{m_2}{m_2} L_2$, respectively, where $n_1, n_2, m_1, m_2$ are positive integers, then, joining $n_2 m_1$ copies of the surface $F_2$ with $n_1 m_2$ copies of the surface $F_1$, we, by (7.25), (7.26), and (7.27), get a surface $F$ solving the scheme in the right-hand side of the equality (8.1) with weight $n_1 n_2 (L_1 + L_2)$.
We shall reduce solutions of complicated schemes to solutions of four main schemes \((\alpha-, \beta-, \gamma-, \text{and } \delta\text{-schemes}),\) for which we provide a solution with a preassigned weight, up to a rational factor. We use the notation \(\Theta_j = \delta_j + \varepsilon_j, 1 \leq j \leq q.\)

\(\alpha\)-\textsc{scheme} is a scheme with \(\delta_1 > 0, \delta_2 = \delta_3 = \cdots = \delta_q = 0:\)

\[
L \left( \begin{array}{cccc}
\delta_1 & 0 & \cdots & 0 \\
\varepsilon_1 & \varepsilon_2 & \cdots & \varepsilon_q \\
\end{array} \right). 
\]

Let \(m\) be so large positive integer that \(2/(mL) < \delta_1.\) We construct a surface \(\Phi\) with almost periodic ends of the second kind solving a given \(\alpha\)-scheme, moreover, \(d_1^+ = d_2^- = 2/(mL),\) \(d_1^- = d_2^+ = \delta_1 - d_1^+\). Such surface \(\Phi\) exists by Theorem 6.3. The weight of such surface \(\Phi\) is equal to

\[
\frac{1}{d_1^+} + \frac{d_1^-}{d_1^+ d_2^+} = \frac{2}{d_1^+} = mL. 
\]

\(\beta\)-\textsc{scheme} is a scheme for which \(\delta_j > 0, 1 \leq j \leq q, \varepsilon_1 > 0,\) and all numbers \(\Theta_j\) are rational, \(1 \leq j \leq q:\)

\[
L \left( \begin{array}{cccc}
\delta_1 & \delta_2 & \cdots & \delta_q \\
\varepsilon_1 & \varepsilon_2 & \cdots & \varepsilon_q \\
\end{array} \right). 
\]

Let \(\Theta_j = n_j/n, n_j, n\) be positive integers, \(\varepsilon_1 > 1/n.\) Then \(\sum_{j=1}^{q} n_j = 2n.\) We represent \(\delta_j\) and \(\varepsilon_j\) as sums

\[
d_j = \sum_{k=1}^{n_j} \Delta_{jk}, \varepsilon_j = \sum_{k=1}^{n_j} E_{jk},
\]

where

\[
\Delta_{jk} > 0, E_{jk} \geq 0, \Delta_{jk} + E_{jk} = \frac{1}{n}, 1 \leq k \leq n_j.
\]

Let \(m\) be a positive integer satisfying \(2/(mL) < 1/n.\) Since \(\varepsilon_1 > 0,\) we can take \(\Delta_{11} = 2/(mL), E_{11} = n^{-1} - \Delta_{11} > 0.\) We take a surface \(F\) with \(2n\) almost periodic ends \(A_1, \ldots, A_{2n}\) and with logarithmic ramification points \(\tilde{B}_1, \ldots, \tilde{B}_{2n},\) where \(\tilde{B}_1\) lies over \(a_1,\) and there are \(n_j\) logarithmic ramification points over \(a_j, 1 \leq j \leq q.\)

Since \(n_j \leq n = \frac{1}{2} \sum_{j=1}^{q} n_j,\) the sequence \(\tilde{B}_\nu\) can be chosen in such a way that

\[
b_\nu \neq b_{\nu \pm 1}, 1 \leq \nu \leq 2n,\]

where \(b_\nu\) is a projection of the point \(\tilde{B}_\nu.\) Here and later all indices \(\nu\) are taken \(\mod 2n.\) Suppose that \(\tilde{B}_\nu\) is the logarithmic ramification point number \(s\) among those projected into \(a_j, s = s(\nu), j = j(\nu).\) Let \(\Delta_\nu = \Delta_{js}, E_\nu = E_{js}, j = j(\nu), s = s(\nu).\) Obviously, \(\Delta_1 = \Delta_{11}.\) We choose an almost periodic end \(\Delta_\nu\) in such a way that \(\delta(a_{j(\nu)}, \Lambda_\nu) = \Delta_\nu n, \delta(a_{j(\nu+1)}, \Lambda_\nu) = \Delta_{\nu+1} n, \varepsilon(a_{j(\nu)}, \Lambda_\nu) = E_\nu n, \varepsilon(a_{j(\nu+1)}, \Lambda_\nu) = E_{\nu+1} n.\) We have \(d_\nu^- = d_{\nu+1}^+ = \Delta_{\nu+1} n.\) The weight of the surface \(F\) is equal to

\[
\frac{1}{d_1^+} 2n = \frac{1}{\Delta_{11}} n 2n = \frac{2}{\Delta_{11}} = mL.
\]
The equality (7.21) implies
\[ \delta(a_j, F) = \frac{1}{2n} \sum_{\nu=1}^{2n} \delta(a_j, \Lambda_{\nu}) = \frac{1}{2n} \sum_j' \delta(a_{j(\nu)}, \Lambda_{\nu}) + \frac{1}{2n} \sum_j'' \delta(a_{j(\nu+1)}, \Lambda_{\nu}) \]
\[ = \frac{1}{2n} \sum_j' \{ \delta(a_{j(\nu)}, \Lambda_{\nu}) + \delta(a_{j(\nu)}, \Lambda_{\nu-1}) \}, \]
where \( \sum_j' \) means that the sum is taken over those \( \nu \) for which \( j(\nu) = j \), and \( \sum_j'' \) means that the sum is taken over those \( \nu \) for which \( j(\nu + 1) = j \). Therefore
\[ \delta(a_j, F) = \frac{1}{2n} \sum_j' \{ \Delta_{\nu} n + \Delta_{\nu} n \} = \sum_j' \Delta_{\nu} = \sum_{s=1}^{n_j} \Delta_{js} = \delta_j, \ 1 \leq j \leq q. \]
Similarly we get \( \varepsilon(a_j, F) = \varepsilon_j, \ 1 \leq j \leq q. \)

**Remark.** If we considered the “restricted” inverse problem only and did not impose any conditions on \( \varepsilon_j \) in the statement of Theorem 8.1, it would suffice to restrict our attention to \( \alpha \)- and \( \beta \)-schemes. It is clear that if \( \sum_{j=1}^{q} \delta_j < 2, \ q \geq 2 \), we can always choose non-negative numbers \( \varepsilon_j \) such that \( 0 < \delta_j + \varepsilon_j \leq 1, \ 1 \leq j \leq q; \)
\( \sum_{j=1}^{q} (\delta_j + \varepsilon_j) = 2, \) and \( \Theta_j = \delta_j + \varepsilon_j \) are rational numbers. We will not have to add schemes, for this reason their weight does not matter for us, and we can disregard the requirement \( \varepsilon_1 > 0. \) Besides, if we refer to Theorem 6.4, we may restrict our attention by the case \( q \geq 3 \) and solve the “restricted” inverse problem using \( \beta \)-schemes only.

\( \gamma \)-scheme is a scheme for which: (1) \( \delta_j > 0 \) for \( 1 \leq j \leq p, \ 2 \leq p < q \) and \( \delta_j = 0 \) for \( p + 1 \leq j \leq q, \ 1 < p < q; \) (2) \( 2 \Theta_j \leq \sum_{j=1}^{p} \Theta_j = \Theta \) for \( 1 \leq j \leq p; \) (3) \( \varepsilon_{p+1} > 0: \)
\[ L \left( \begin{array}{cccc} \delta_1 & \ldots & \delta_p & 0 \\ \varepsilon_1 & \ldots & \varepsilon_p & \varepsilon_{p+1} \end{array} \right) > 0. \]

Since \( \varepsilon_{p+1} > 0, \) we have \( \Theta < 2. \) We show that all \( \Theta_j, \ 1 \leq j \leq p, \) can be represented as sums of \( n_j \) positive summands \( \theta_{jk} \) in such a way that the following conditions are satisfied
\( (8.2) \)
\[ \Theta_j = \theta_{j1} + \cdots + \theta_{jn_j}, \ 1 \leq j \leq p, \]
\( (8.3) \)
\[ \left| \frac{\theta_{jk}}{\theta_{il}} - 1 \right| < 2 - \Theta, \ 1 \leq j \leq p, \ 1 \leq i \leq p, \ 1 \leq k \leq n_j, \ 1 \leq l \leq n_j, \]
\( (8.4) \)
\[ 2n_j \leq \sum_{j=1}^{p} n_j = n. \]
Let \( \kappa \) be a positive integer, so large that
\( (8.5) \)
\[ \frac{2^{1-\kappa}}{1 - 2^{-\kappa}} < 2 - \Theta. \]
Let
\[
\Theta_j = \sum_{k=1}^{\infty} \alpha_k^j 2^{-k}, \quad \alpha_k^j = 0 \text{ or } 1, \quad 1 \leq j \leq p;
\]
\[
\lambda \text{ be a positive integer so large that for each } j, \quad 1 \leq j \leq p, \text{ at least one of the numbers } \alpha_1^j, \alpha_2^j, \ldots, \alpha_\lambda^j \text{ is equal to } 1. \text{ Let}
\]
\[
n_j' = 2^{\lambda+\kappa} \sum_{k=1}^{\lambda+\kappa} \alpha_k^j 2^{-k}.
\]
If at least two of the numbers \(n_j', 1 \leq j \leq p\) attain their maximal values, then \(n_j = n_j', 1 \leq j \leq p\). If there is \(j_0\) such that \(n_j' > n_j'\) for \(j \neq j_0\), we let \(n_{j_0} = n_j'\) and \(n_j = n_j' + 1\) for \(j \neq j_0\). It is clear that (8.4) holds in the first case. In the second case the inequality (8.4) follows from the inequality
\[
\Theta_{j_0} \leq \sum_{1 \leq j \leq p, \ j \neq j_0} \Theta_j,
\]
which holds by the condition (2) in the definition of a \(\gamma\)-scheme. Now we let \(\theta_{jk} = \Theta_j/n_j, 1 \leq k \leq n_j\). It is easy to see that
\[
\frac{\Theta_j}{n_j} \leq \frac{\Theta_j}{n_j'} = 2^{-\lambda-\kappa} \left(1 + \frac{\sum_{k=\lambda+\kappa+1}^{\infty} \alpha_k^j 2^{-k}}{\sum_{k=1}^{\lambda+\kappa} \alpha_k^j 2^{-k}}\right)
\]
\[
\leq 2^{-\lambda-\kappa} \left(1 + \frac{\sum_{k=\lambda+\kappa+1}^{\infty} 2^{-k}}{2^{-\lambda}}\right) = 2^{-\lambda-\kappa}(1 + 2^{-\kappa}).
\]
On the other hand,
\[
\frac{\Theta_j}{n_j} \geq \frac{\Theta_j}{n_j'} = \frac{\Theta_j}{n_j'} \left(1 - \frac{1}{n_j'} + 1\right) \geq 2^{-\lambda-\kappa} \left(1 - \frac{1}{n_j'}\right) \geq 2^{-\lambda-\kappa}(1 - 2^{-\kappa}).
\]
The inequalities (8.6), (8.7) and (8.5) imply that
\[
\frac{\theta_{jk}}{\theta_{kl}} - 1 \leq \frac{1 + 2^{-\kappa}}{1 - 2^{-\kappa}} - 1 < 2 - \Theta,
\]
that is, (8.3) holds.

We write \(\delta_j\) and \(\varepsilon_j\) in the form
\[
\delta_j = \sum_{k=1}^{n_j} \Delta_{jk}, \quad \varepsilon_j = \sum_{k=1}^{n_j} E_{jk}, \quad 1 \leq j \leq p,
\]
where
\[
\Delta_{jk} + E_{jk} = \theta_{jk}, \quad \Delta_{jk} > 0, \quad E_{jk} \geq 0, \quad 1 \leq k \leq n_j.
\]
We can always do this in such a way that \(\Delta_{11}\) is equal to \(rL\), where \(r\) is a rational number. To achieve this in the case when \(\varepsilon_1 = 0\) we possibly need to change somewhat \(\theta_{11}\) and \(\theta_{12}\) without changing the sum \(\theta_{11} + \theta_{12}\), it is clear that this can be done without violating any of the strict inequalities in (8.3).

We take a surface \(F\) with \(n\) almost periodic ends \(\Lambda_1, \ldots, \Lambda_n\). We use the notation \(B_s, b_s, s = s(v), j = j(v), \Delta_v, E_v\) in the same way as in the case of a \(\beta\)-scheme, but now \(1 \leq v \leq n\) and indices \(v\) are taken \(\mod n\) rather than \(\mod 2n\), and the set of values \(\{b_1, \ldots, b_n\}\) coincides with \(\{a_j\}, 1 \leq j \leq p\). In addition, we
let \( \theta_\nu = \theta_j, \ j = j(\nu), \ s = s(\nu) \). The possibility to satisfy the condition \( b_\nu \neq b_{\nu \pm 1} \) and, hence, the possibility to choose all ends to be ends of the first kind follows from (8.4).

We choose a periodic end \( \Lambda_\nu \) in such a way that the following conditions are satisfied:

\[
\begin{aligned}
\delta(a_{j(\nu)}, \Delta_\nu) &= d_\nu^+ = \Delta_\nu \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}}, \varepsilon(a_{j(\nu)}, \Delta_\nu) = E_\nu \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}}, \\
\delta(a_{j(\nu + 1)}, \Lambda_\nu) &= d_\nu^- = \Delta_{\nu + 1} \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}}, \\
\varepsilon(a_{j(\nu + 1)}, \Lambda_\nu) &= E_{\nu + 1} \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}}, \\
\delta(a, \Lambda_\nu) &= 0 \quad \text{for} \ a \neq a_{j(\nu)}, a_{j(\nu + 1)}, \\
\varepsilon(a, \Lambda_\nu) &= \varepsilon_j, \ p + 1 \leq j \leq q, \\
\varepsilon(a, \Lambda_\nu) &= 0 \quad \text{for} \ a \neq a_{j(\nu)}, a_{j(\nu + 1)}, a_{p + 1}, \ldots, a_q.
\end{aligned}
\]

Such an end can be constructed since by (8.3) we have

\[
\begin{aligned}
\Delta_\nu \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}} + E_\nu \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}} &= \theta_\nu \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}} = \frac{\Theta}{1 + \frac{\theta_{\nu + 1}}{\theta_\nu}} < 1, \\
\Delta_{\nu + 1} \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}} + E_{\nu + 1} \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}} &= \theta_{\nu + 1} \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}} = \frac{\Theta}{1 + \frac{\theta_{\nu + 1}}{\theta_\nu}} < 1,
\end{aligned}
\]

and also

\[
\theta_\nu \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}} + \theta_{\nu + 1} \frac{\Theta}{\theta_\nu + \theta_{\nu + 1}} + \varepsilon_{p + 1} + \cdots + \varepsilon_q = \theta + (2 - \Theta) = 2.
\]

The weight of the surface \( F \) is equal to

\[
\begin{aligned}
\frac{1}{\Delta_1 \frac{\Theta}{\theta_1 + \theta_2}} + \frac{\Delta_2 \frac{\Theta}{\theta_1 + \theta_2}}{\Delta_1 \frac{\Theta}{\theta_1 + \theta_2}} + \cdots + \frac{\Delta_n \frac{\Theta}{\theta_1 + \theta_2}}{\Delta_1 \frac{\Theta}{\theta_1 + \theta_2}} &= \frac{\Theta}{\Delta_1} \frac{\Delta_1 \frac{\Theta}{\theta_1 + \theta_2}}{\Delta_1 \frac{\Theta}{\theta_1 + \theta_2}} = \frac{\Theta}{\Delta_1} \\
&= \frac{1}{\Delta_1} = 2 = \frac{2}{\Delta_1} = \frac{2}{rL}.
\end{aligned}
\]
Using the notation $\sum_j', \sum_j''$ in the same way as in the solution of a $\beta$-scheme, by (7.21) we get

$$\delta(a_j, F) = \frac{\Delta_1}{2} \sum_{\nu=1}^n \theta_\nu + \frac{\theta_{\nu+1}}{\Delta_1} \delta(a_j, \Lambda_\nu)$$

$$= \frac{1}{2\Theta} \left\{ \sum_j' (\theta_\nu + \theta_{\nu+1}) \delta(a_{j(\nu)}, \Lambda_\nu) + \sum_j'' (\theta_\nu + \theta_{\nu+1}) \delta(a_{j(\nu+1)}, \Lambda_\nu) \right\}$$

$$= \frac{1}{2\Theta} \sum_j' \left\{ (\theta_\nu + \theta_{\nu+1}) \frac{\Theta}{\theta_\nu + \theta_{\nu+1}} + (\theta_{\nu-1} + \theta_\nu) \Delta_\nu \frac{\Theta}{\theta_{\nu-1} + \theta_\nu} \right\}$$

$$= \sum_j \Delta_\nu = \sum_{s=1}^{n_j} \Delta_{js} = \delta_j, \ 1 \leq j \leq p.$$

Similarly we get that $\varepsilon(a_j, F) = \varepsilon_j, \ 1 \leq j \leq p$. For $p + 1 \leq j \leq q$ the equality $\varepsilon(a_j, F) = \varepsilon_j$ is obvious.

A $\delta$-scheme is a scheme satisfying the conditions (1) $\delta_j > 0$ for $1 \leq j \leq p$, $2 \leq p < q$, and $\delta_j = 0$ for $p + 1 \leq j \leq q$; (2') $\Theta = \sum_{j=1}^p \Theta_j \leq 1$; (3) $\varepsilon_{p+1} > 0$.

As we see the only difference between the conditions for a $\delta$-scheme and for a $\gamma$-scheme is that the condition (2) is replaced by the condition (2'). The scheme is solved almost in the same way as a $\gamma$-scheme, for this reason we restrict ourselves to a description of differences between solutions of $\gamma$- and $\delta$-schemes. We used the condition (2) in the proof of the inequalities (8.4) (8.9) and (8.10). But the inequalities (8.9) and (8.10) for a $\delta$-scheme are obviously satisfied by the condition (2').

The condition (8.4) is not satisfied in general, for this reason we cannot use ends of the first kind only. If an end $\Lambda_\nu$ is of the first kind, the formulas (8.8) remain true. If the end $\Lambda_\nu$ is of the second kind, that is, $a_{j(\nu)} = a_{j(\nu+1)}$, we choose it in such a way that

$$\delta(a_{j(\nu)}, \Lambda_\nu) = (\Delta_\nu + \Delta_{\nu+1}) \frac{\Theta}{\theta_\nu + \theta_{\nu+1}},$$

$$d_\nu^+ = \Delta_\nu \frac{\Theta}{\theta_\nu + \theta_{\nu+1}}, \quad d_\nu^- = \Delta_{\nu+1} \frac{\Theta}{\theta_\nu + \theta_{\nu+1}},$$

$$\delta(a, \Lambda_\nu) = 0 \text{ for } a \neq a_{j(\nu)},$$

$$\varepsilon(a_{j(\nu)}, \Lambda_\nu) = (E_\nu + E_{\nu+1}) \frac{\Theta}{\theta_\nu + \theta_{\nu+1}},$$

$$\varepsilon(a_j, \Lambda_\nu) = \varepsilon_j, \ p + 1 \leq j \leq q,$$

$$\varepsilon(a, \Lambda_\nu) = 0 \text{ for } a \neq a_{j(\nu)}, \ a_{p+1}, \ldots, a_q.$$
Such an end can be chosen because

\[ \delta(a_j(\nu), \lambda_\nu) + \varepsilon(a_j(\nu), \lambda_\nu) = (\Delta_\nu + \Delta_{\nu+1} + E_\nu + E_{\nu+1}) \frac{\Theta}{\theta_\nu + \theta_{\nu+1}} = \Theta \leq 1 \]

by the condition (2'). The remaining computations are carried out in the same way as for a \( \gamma \)-scheme.

Observe that in the solution of a \( \delta \)-scheme we do not need to obtain (8.3), therefore we can take \( \Theta_1 = \theta_{12} \), \( \Theta_j = \theta_{j1} \), \( 2 \leq j \leq p \), that is, \( n_1 = 2, n_2 = \cdots = n_p = 1 \). With this choice of \( n_j \) the condition (8.4) is not satisfied for \( p = 2 \) only, and only in this case it is necessary to use an end of the second kind. Although for \( p = 2 \) we can solve a \( \delta \)-scheme with the help of a surface \( \Phi \) with two almost periodic ends of the first kind (see Theorem 6.2), but, generally speaking, we will not be able to ensure the preassigned, up to a rational factor, weight of our scheme.

It is easy to see that a scheme can be a \( \gamma \)-scheme and a \( \delta \)-scheme simultaneously.

Now we consider schemes of the general form. Let \( \delta(a_j) > 0 \) for \( 1 \leq j \leq p \), \( p \leq q \), and \( \delta(a_j) = 0 \) for \( p + 1 \leq j \leq q \) (if \( p < q \)). We may assume that \( p \geq 2 \), since for \( p = 1 \) we get an \( \alpha \)-scheme. Set \( \Theta = \sum_{1 \leq j \leq p} \Theta_j \). We may assume without loss of generality that \( \Theta_1 = \max_{1 \leq j \leq p} \Theta_j \). We consider two cases: Case A: \( \Theta < 2 \); Case B: \( \Theta = 2 \). We divide the case A into three subcases: (1) \( \Lambda' \), if \( \delta_1 = 1 \), (2) \( \Lambda'' \), if \( \Theta_1 = 1 \) and \( \varepsilon_1 > 0 \), (3) \( \Lambda''' \), if \( \Theta_1 < 1 \).

**Subcase A'.** Set

\[ \Theta' = \sum_{j=2}^{p} \Theta_j, \quad \Theta'' = \sum_{j=p+1}^{q} \varepsilon_j. \]

It is clear that \( \Theta' < 1 \) and \( \Theta'' > 0 \). We write \( \Theta_j \), \( 2 \leq j \leq p \), as a sum of \( n_j \) positive summands \( \theta_{jk} \) (see (8.2)) in such a way that

\[ |\frac{\theta_{jk}}{\theta_{kl}} - 1| < 2 - 2\Theta', \quad 2 \leq j \leq p, \quad 2 \leq l \leq p, \quad 1 \leq k \leq n_j, \quad 1 \leq l \leq n_i. \]

The possibility of such representation can be proved similarly to the proof of representation (8.2) under the condition (8.3). Now we write \( \delta_j \) and \( \varepsilon_j \) in the form

\[ \delta_j = \sum_{k=1}^{n_j} \Delta_{jk}, \quad \varepsilon_j = \sum_{k=1}^{n_j} E_{jk}, \quad 2 \leq j \leq p, \]

where

\[ \Delta_{jk} + E_{jk} = \theta_{jk}, \quad \Delta_{jk} > 0, \quad E_{jk} \geq 0, \quad 1 \leq k \leq n_j, \quad 2 \leq j \leq p. \]

We take a surface \( F \) with \( 2n = 2 \sum_{j=2}^{p} n_j \) almost periodic ends \( \Lambda_1, \ldots, \Lambda_{2n} \) and with logarithmic ramification points \( \tilde{B}_1, \ldots, \tilde{B}_{2n} \). The points \( \tilde{B}_{2\nu}, \quad 1 \leq \nu \leq n \) are projected onto \( a_1 \), and there are \( n_j \) logarithmic ramification points lying over \( a_j \), \( 2 \leq j \leq p \). Suppose that \( \tilde{B}_{2\nu-1}, \quad 1 \leq \nu \leq n \), is the logarithmic ramification point number \( s \) among points projected into \( a_j \), \( s = s(\nu), \quad j = j(\nu) \). Let \( \Delta_{\nu} = \Delta_{js}, \)
\[ E_\nu = E_{j\nu}, \theta_\nu = \theta_{j\nu}, j = j(\nu), s = s(\nu). \] We take all numbers \( \nu \mod n. \) We take ends \( \Lambda_k \) of the first kind in such a way, that for \( \Lambda_{2\nu-1} \) the following is true:

\[ \delta(a_1, \Lambda_{2\nu-1}) = d_{2\nu-1}^{-} = 1, \]
\[ \delta(a_{j(\nu)}, \Lambda_{2\nu-1}) = d_{2\nu-1}^{+} = \Delta_\nu \frac{2\Theta'}{\theta_\nu + \theta_{\nu+1}}, \]
\[ \delta(a, \Lambda_{2\nu-1}) = 0 \quad \text{for} \quad a \neq a_1, a_{j(\nu)}, \]
\[ \varepsilon(a_{j(\nu)}, \Lambda_{2\nu-1}) = E_{\nu} \frac{2\Theta'}{\theta_\nu + \theta_{\nu+1}}, \]
\[ \varepsilon(a_j, \Lambda_{2\nu-1}) = k_\nu \varepsilon_j, \quad p + 1 \leq j \leq q, \]

where

\[ k_\nu = \frac{1}{\Theta_\nu'} \left( 1 - \frac{2\theta_{\nu+1}\Theta'}{\theta_\nu + \theta_{\nu+1}} \right), \]
\[ \varepsilon(a, \Lambda_{2\nu-1}) = 0 \quad \text{for} \quad a \neq a_{j(\nu)}, a_{p+1}, \ldots, a_q, \]

and for \( \Lambda_{2\nu} \) the following is true:

\[ \delta(a_1, \Lambda_{2\nu}) = d_{2\nu}^{-} = 1, \]
\[ \delta(a_{j(\nu+1)}, \Lambda_{2\nu}) = d_{2\nu}^{+} = \Delta_{\nu+1} \frac{2\Theta'}{\theta_{\nu} + \theta_{\nu+1}}, \]
\[ \delta(a, \Lambda_{2\nu}) = 0 \quad \text{for} \quad a \neq a_1, a_{j(\nu+1)}, \]
\[ \varepsilon(a_{j(\nu+1)}, \Lambda_{2\nu}) = E_{\nu+1} \frac{2\Theta'}{\theta_\nu + \theta_{\nu+1}}, \]
\[ \varepsilon(a_j, \Lambda_{2\nu}) = l_\nu \varepsilon_j, \quad p + 1 \leq j \leq q, \]

where

\[ l_\nu = \frac{1}{\Theta_\nu'} \left( 1 - \frac{2\theta_{\nu+1}\Theta'}{\theta_\nu + \theta_{\nu+1}} \right), \]
\[ \varepsilon(a, \Lambda_{2\nu}) = 0 \quad \text{for} \quad a \neq a_{j(\nu+1)}, a_{p+1}, \ldots, a_q. \]

Let us show that such almost periodic ends can be constructed. In fact, the inequalities (8.11) imply that

\[ \frac{2\theta_\nu \Theta'}{\theta_\nu + \theta_{\nu+1}} = \frac{2\Theta'}{1 + \frac{\theta_{\nu+1}}{\theta_\nu}} < \frac{2\Theta'}{1 + (1 + 2\Theta')} = 1 \]

and similarly

\[ \frac{2\theta_{\nu+1} \Theta'}{\theta_\nu + \theta_{\nu+1}} < 1, \]

hence the numbers \( k_\nu \) and \( l_\nu \) are positive, and \( \delta(a_{j(\nu)}, \Lambda_{2\nu-1}) + \varepsilon(a_{j(\nu)}, \Lambda_{2\nu-1}) < 1, \)
\( \delta(a_{j(\nu+1)}, \Lambda_{2\nu}) + \varepsilon(a_{j(\nu+1)}, \Lambda_{2\nu}) < 1. \) Besides, for \( p + 1 \leq j \leq q \) we have

\[ k_\nu \varepsilon_j \leq k_\nu \Theta'' < 1 \quad \text{and} \quad l_\nu \varepsilon_j \leq l_\nu \Theta'' < 1. \]

Thus, by Theorem 7.2 we can construct a Riemann surface \( F \) with the indicated distribution of values of almost periodic ends.
Since $\delta(a_1, \Lambda_k) = 1$ for all $\Lambda_k$, we have $\delta(a_1, F) = 1$.

Now let $2 \leq j \leq p$. Using the notation $\sum'$ and $\sum''$ in the same way as before, we get

$$
\delta(a_j, F) = \frac{\sum_j \frac{d_i}{d_1} \ldots \frac{d_n}{d_{2\nu-1}} \delta(a_j(\nu), \Lambda_{2\nu-1}) + \sum' \frac{d_1}{d_1} \ldots \frac{d_{2\nu-1}}{d_{2\nu}} \delta(a_j(\nu+1), \Lambda_{2\nu})}{\sum_{k=1}^{2n} \frac{d_i}{d_1} \ldots \frac{d_k}{d_k}}
$$

(8.12)

It is easy to see that

$$
\frac{d_1 \ldots d_{2\nu-1}}{d_1} = \frac{\theta_1 + \theta_{t+1}}{2\Theta' \Delta_1}, \quad k = 2l - 1, \quad 2l (1 \leq l \leq n).
$$

Therefore

$$
L(F) = \sum_{k=1}^{2n} \frac{d_i \ldots d_{2\nu-1}}{d_1} = 2 \sum_{l=1}^{n} \frac{\theta_1 + \theta_{t+1}}{2\Theta' \Delta_1} = \frac{1}{\Theta' \Delta_1} \sum_{l=1}^{n} (\theta_1 + \theta_{t+1}) = \frac{2}{\Delta_1},
$$

(8.13)

$$
\sum_j \frac{d_1 \ldots d_{2\nu-2}}{d_1} \delta(a_j(\nu), \Lambda_{2\nu})
$$

(8.14)

\[ \sum_j \frac{\theta_1 + \theta_{t+1}}{2\Theta' \Delta_1} \frac{2\Theta'}{\theta_1 + \theta_{t+1}} = \frac{1}{\Delta_1} \sum_j \Delta_1 = \frac{1}{\Delta_1} \sum_{s=1}^{n_j} \Delta_1 = \frac{\delta_j}{\Delta_1}. \]

From (8.12), (8.13), and (8.14) we get that $\delta(a_j, F) = \delta_j$. Similarly we find that $\varepsilon(a_j, F) = \varepsilon_j$, $2 \leq j \leq p$.

For $p + 1 \leq j \leq q$, taking into account (7.22) and the equality $k_\nu + l_\nu = \frac{1}{2\Theta'} (1 - \Theta')$, we find that

$$
\varepsilon(a_j, F) = \frac{\Delta_1}{2} \left\{ \sum_{\nu=1}^{n_j} \frac{d_1 \ldots d_{2\nu-2}}{d_1} k_\nu \varepsilon_j + \sum_{\nu=1}^{n} \frac{d_1 \ldots d_{2\nu-1}}{d_1} l_\nu \varepsilon_j \right\}
$$

$$
= \frac{\Delta_1}{2} \varepsilon_j \left\{ \sum_{\nu=1}^{n} \frac{\theta_1 + \theta_{t+1}}{2\Theta' \Delta_1} k_\nu + \sum_{\nu=1}^{n} \frac{\theta_1 + \theta_{t+1}}{2\Theta' \Delta_1} l_\nu \right\}
$$

$$
= \frac{\varepsilon_j}{4\Theta'} \sum_{\nu=1}^{n} (k_\nu + l_\nu) = \frac{\varepsilon_j}{4\Theta'} \sum_{\nu=1}^{n} (\theta_1 + \theta_{t+1}) = \varepsilon_j.
$$

Thus, the constructed surface $F$ has all desired properties.

---

14Obviously, the surface $F$ can be constructed in such a way that it does not cover the point $a_1$, in such a case the value $a_1$ is a Picard exceptional value for the mapping function $f(z)$. 

Subcases A" and A"'. The corresponding schemes are solved in the following way. After finitely many operations of the form

\[( \delta_1 + \varepsilon_1 ) \left( \begin{array}{cccccc} \delta_1 & \ldots & \delta_\nu & \ldots & 0 & \ldots \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ \end{array} \right) \]

\[(8.15) \]

we reduce the problem to a solution with weight of schemes of the form

\[
\left( \begin{array}{ccccccc} \delta_1 & 0 & 0 & \ldots & 0 \\ \varepsilon_1 & \varepsilon_2 & \varepsilon_3 & \ldots & \varepsilon_q \\
\end{array} \right) + \Theta'' \left( \begin{array}{ccccccc} \delta_1 & 0 & 0 & \ldots & 0 \\ \varepsilon_1 & \varepsilon_2 & \varepsilon_3 & \ldots & \varepsilon_q \\
\end{array} \right),
\]

where \( \delta_1 > 0 \), the second scheme is either a \( \gamma \)-scheme, or it satisfies the inequality \( 2 \Theta_1 > \sum_{j=1}^n \Theta_j \) (remind that for the original scheme we assumed that \( \Theta_1 \geq \Theta_j, 2 \leq j \leq p \), and in decompositions of the form (8.15) the quantities \( \Theta_j \) do not change). In the latter case, taking into account \( \sum_{j=2}^n \Theta_j < \Theta_1 \leq 1 \), by a sequence of operations of the following type

\[
(\delta_{n-1} + \delta_n) \left( \begin{array}{cccccccc} \delta_1 & \ldots & \delta_{n-1} & \delta_n & \ldots & 0 \\ \varepsilon_1 & \ldots & 0 & 0 & \ldots & \varepsilon_q \\
\end{array} \right)
\]

\[
= \delta_{n-1} \left( \begin{array}{cccccccc} \delta_1 & \ldots & \delta_{n-1} + \delta_n & 0 & \ldots & 0 \\ \varepsilon_1 & \ldots & 0 & 0 & \ldots & \varepsilon_q \\
\end{array} \right) + \delta_n \left( \begin{array}{cccccccc} \delta_1 & \ldots & 0 & \delta_{n-1} + \delta_n & \ldots & 0 \\ \varepsilon_1 & \ldots & 0 & 0 & \ldots & \varepsilon_q \\
\end{array} \right),
\]

we reduce the problem to a solution with weight of a scheme of the form

\[
\left( \begin{array}{cccccccc} \delta_1 & \delta_2 & 0 & \ldots & 0 \\ \varepsilon_1 & \varepsilon_3 & \ldots & \varepsilon_q \\
\end{array} \right),
\]

where \( \delta_2 = \Theta_2 < \delta_1 + \varepsilon_1 + \Theta_1 \). If we needed just to solve this scheme, we would be able to refer to Theorem 6.4, however, we need to solve this scheme with weight.

Set \( \Theta'' = \sum_{j=3}^q \varepsilon_j \). If \( \Theta'' \geq 1 \), then \( \Theta_1 + \Theta_2 \leq 1 \), and our scheme is a \( \delta \)-scheme.

Further consideration is needed in the case \( \Theta'' < 1 \).

In the subcase A" the equalities \( \delta_1 + \varepsilon_1 = 1, \delta_2 + \Theta'' = 1 \) hold, and we decompose

\[(8.16)\]

The first scheme in the right-hand side of (8.16) is a \( \beta \)-scheme, the second is an \( \alpha \)-scheme.
In the subcase $A''$ we observe that $0 < 1 - \Theta'' = \Theta_1 + \delta_2 - 1 < 2\Theta_1 - 1$. Then

$$(2\Theta_1 - 1) \begin{pmatrix} \delta_1 & \delta_2 & \cdots & 0 \\ \varepsilon_1 & 0 & \cdots & \varepsilon_q \end{pmatrix} = (\Theta_1 + \delta_2 - 1) \delta_1 \begin{pmatrix} \Theta_1 & 0 & \cdots & 0 \\ \varepsilon_1 & 0 & \cdots & \varepsilon_q \end{pmatrix} + (\Theta_1 - \delta_2) \begin{pmatrix} 1 - \Theta_1 & 0 & \cdots & 0 \\ \varepsilon_1 & \varepsilon_3/\Theta'' & \cdots & \varepsilon_q/\Theta'' \end{pmatrix}.$$ \hfill (8.17)

Here we take into account that

$$
\delta_1 \leq \sum_{j=1}^q \varepsilon_j q, \quad \delta_1 \leq \varepsilon_1, \quad \varepsilon_1 < 1 \quad \Theta = 1 \leq \Theta = 1
$$

by the equality $(\Theta_1 + \delta_2 - 1)(1 - \Theta') + (\Theta_1 - \delta_2) = (1 - \Theta'')(2 - \Theta_1) = \Theta''(2\Theta_1 - 1)$. The first scheme in the right-hand side of the inequality (8.17) is a $\gamma$-scheme, the second is a $\delta$-scheme.

**Case B.** We may assume that $\varepsilon_1 > 0$, but $\Theta_1$ is not necessarily the largest number among $\Theta_j, j = 1, \ldots, q$. The scheme is of the form

$$
(2\Theta_1 - 1)\varepsilon_j = (\Theta_1 + \delta_2 - 1)\varepsilon_j \frac{2(1 - \Theta_1)}{\Theta''} + (\Theta_1 - \delta_2) \frac{\varepsilon_j}{\Theta''}, \quad 3 \leq j \leq q,
$$

by the equality $(\Theta_1 + \delta_2 - 1)(1 - \Theta') + (\Theta_1 - \delta_2) = (1 - \Theta'')(2 - \Theta_1) = \Theta''(2\Theta_1 - 1)$. The first scheme in the right-hand side of the inequality (8.17) is a $\gamma$-scheme, the second is a $\delta$-scheme.

Let $\Theta_1 < 1$. We choose rational numbers $r_j, 1 \leq j \leq q$, such that (a) $0 < r_1 < \Theta_1 < 1$; (b) $1 \geq r_j \geq \Theta_j$ for $2 \leq j \leq q$; (c) $\sum_{j=1}^q r_j = 2$; (d) $r_j - \Theta_j < \Theta_1 - r_1$ for $2 \leq j \leq q$. The fact that $r_j$ can be chosen in such a way that (a), (b), and (c) are satisfied, is obvious. The fact that the condition (d) also can be satisfied follows from the inequality

$$
\sum_{j=2}^q \Theta_j \frac{\Theta_1 - r_1}{2(1 - \Theta_1)} = \frac{2 - \Theta_1}{2 - 2\Theta_1} > \Theta_1 - r_1 = \sum_{j=2}^q (r_j - \Theta_j).
$$

We decompose the scheme (8.18) in the following way:

$$(1 - r_1) \begin{pmatrix} \delta_1 & \cdots & \delta_q \\ \varepsilon_1 & \cdots & \varepsilon_q \end{pmatrix} = (1 - \Theta_1) \begin{pmatrix} \delta_1/r_1 & \cdots & \delta_q/r_1 \\ \varepsilon_1/r_1 & \cdots & \varepsilon_q/r_1 \end{pmatrix} + (\Theta_1 - r_1) \begin{pmatrix} \delta_1' & \delta_2' & \cdots & \delta_q' \\ \varepsilon_1' & \varepsilon_2' & \cdots & \varepsilon_q' \end{pmatrix},$$ \hfill (8.19)

where $\delta_1' = \delta_1/\Theta_1, \varepsilon_1' = \varepsilon_1/\Theta_1$, and for $2 \leq j \leq q$ we have

$$
\delta_j' = \frac{\delta_j}{\Theta_1} \left\{ \Theta_j - \frac{1 - \Theta_1}{\Theta_1 - r_1} (r_j - \Theta_j) \right\} > \frac{\delta_j}{2} > 0,
$$

$$
\varepsilon_j' = \frac{\varepsilon_j}{\Theta_1} \left\{ \Theta_j - \frac{1 - \Theta_1}{\Theta_1 - r_1} (r_j - \Theta_j) \right\} > \frac{\varepsilon_j}{2} \geq 0.
$$

by the condition (d). The first scheme in the right-hand side of (8.19) is a $\beta$-scheme, and $\Theta_1' = \delta_1' + \varepsilon_1' = 1$ in the second scheme. Therefore we may assume that $\Theta_1 = 1$ in (8.18).
Let $\varepsilon_\nu > 0$, $2 \leq \nu \leq q$. We represent the scheme (8.18) as a sum of two schemes:

\[
(\delta_\nu + \varepsilon_\nu) \left( \begin{array}{cccc}
\delta_1 & \cdots & \delta_\nu & \cdots & \delta_q \\
\varepsilon_1 & \cdots & \varepsilon_\nu & \cdots & \cdots \\
\end{array} \right)
\]

\[
= \delta_\nu \left( \begin{array}{cccc}
\delta_1 & \cdots & \delta_\nu & \cdots & \delta_q \\
\varepsilon_1 & \cdots & 0 & \cdots & \cdots \\
\end{array} \right) + \varepsilon_\nu \left( \begin{array}{cccc}
\delta_1 & \cdots & 0 & \cdots & \cdots \\
\varepsilon_1 & \cdots & \delta_\nu & \cdots & \cdots \\
\end{array} \right)
\]

The second scheme $(S)$ in the right-hand side of the equality (8.19) corresponds to the case $A''$. As we saw, it is possible to solve the scheme $(S)$ constructing a surface $F$ with weight $L$. The scheme $(S)$ can be represented as a finite sum of basic schemes $(S_1), \ldots, (S_t)$ with weights $L_1, \ldots, L_t$, respectively, where, by (7.25), $L = L_1 + \cdots + L_t$. We shall write this junction in the form of the following equality: $L(S) = L_1(S_1) + \cdots + L_t(S_t)$. However, we need to get a scheme $(S)$ with weight equal to $\varepsilon_\nu$, up to a rational factor. We do the following. We solve a basic scheme $(S_j)$ with weight equal to $r_j \varepsilon_\nu L_j / L$, $1 \leq j \leq t$, where $r_j$ is a rational number, and denote the corresponding surface by $F_j$. Let $r_j = m_j / n$, where $n$ is the least common denominator of the fractions $r_1, \ldots, r_t$. Now we join $m_2m_3 \cdots m_t$ copies of the surface $F_1$, $m_1m_3 \cdots m_t$ copies of the surface $F_2$, $\ldots$, $m_1m_2 \cdots m_{t-1}$ copies of the surface $F_t$. By (7.25), the weight of the obtained surface $F'$ is equal to

\[
m_2m_3 \cdots m_t \frac{r_1 \varepsilon_\nu L_1}{L} + m_1m_3 \cdots m_t \frac{r_2 \varepsilon_\nu L_2}{L} + \cdots + m_1m_2 \cdots m_{t-1} \frac{r_t \varepsilon_\nu L_t}{L} = m_1 \cdots m_t \frac{\varepsilon_\nu}{nL} (L_1 + \cdots + L_t)
\]

that is, equal to a rational multiple of $\varepsilon_\nu$.

Using the formulas (7.26) and (7.27) it is easy to see that the surface $F'$ solves the scheme $(S)$, that is, the second scheme in the right-hand side of (8.20), with the desired weight.

As for the first scheme in the right-hand side of (8.20), we decompose it again according to the formula (8.20), but now with another $\nu$. Repeating this operation finitely many times we get, besides schemes corresponding to the case $A''$, a scheme of the form (8.18) with $\varepsilon_2 = \cdots = \varepsilon_q = 0$. Next, using successive operations

\[
(\delta_{n-1} + \delta_n) \left( \begin{array}{cccc}
\delta_1 & \cdots & \delta_{n-1} & \delta_n & \cdots \\
\varepsilon_1 & \cdots & 0 & 0 & \cdots \\
\end{array} \right)
\]

\[
= \delta_{n-1} \left( \begin{array}{cccc}
\delta_1 & \cdots & \delta_{n-1} + \delta_n & 0 & \cdots \\
\varepsilon_1 & \cdots & 0 & 0 & \cdots \\
\end{array} \right) + \delta_n \left( \begin{array}{cccc}
\delta_1 & \cdots & 0 & \delta_{n-1} + \delta_n & \cdots \\
\varepsilon_1 & \cdots & 0 & 0 & \cdots \\
\end{array} \right)
\]

we reduce the scheme to schemes of the form

\[
\left( \begin{array}{cccc}
\delta_1 & 0 & \cdots & 0 & 1 & 0 & \cdots \\
\varepsilon_1 & 0 & \cdots & 0 & 0 & 0 & \cdots \\
\end{array} \right),
\]

which are $\beta$-schemes.

This completes the proof of Theorem 8.1.

**Remark.** We can drop the restriction that there are finitely many numbers $\varepsilon_j$ and consider the case of infinite sequences $\varepsilon_1, \varepsilon_2, \ldots$, $0 \leq \varepsilon_j \leq 1$ and $a_1, a_2, \ldots$. In
such a case the condition (1′) should be replaced by the condition

\[ \sum_{j=1}^{q} \delta_j + \sum_{j=1}^{\infty} \varepsilon_j = 2, \]

and instead of Riemann surfaces with almost periodic ends we consider surfaces with generalized almost periodic ends (see the remark at the end of Section 6), which are constructed in the same way as surfaces with almost periodic ends. The main results of Section 7 can be transferred onto this wider class of surfaces without substantial changes. In order to get the indicated generalization of Theorem 8.1 it will be necessary to solve schemes with infinitely many columns:

\[
\begin{pmatrix}
\delta_1 & \ldots & \delta_q & 0 & 0 & \ldots \\
\varepsilon_1 & \ldots & \varepsilon_q & \varepsilon_{q+1} & \varepsilon_{q+2} & \ldots
\end{pmatrix},
\]

where \( \varepsilon_j > 0 \) for \( j \geq q + 1 \). These schemes correspond to the case A, and we solve them, as before, joining to each of the schemes the same set of columns of the form

\[
\begin{pmatrix}
0 \\
\varepsilon_j \\
\end{pmatrix}
\]

with numbers \( j \geq q + 1 \), including the case of \( \alpha-, \gamma-, \) and \( \delta- \) schemes. We cannot join any columns to \( \beta- \) schemes, but \( \beta- \) schemes occur in the case B only.

Now we prove the following theorem.

**Theorem 8.2.** Let \( \delta_j, \varepsilon_j, j = 1, \ldots, q \) be non-negative numbers satisfying

1. \( \sum_{j=1}^{q} \{ \delta_j + \varepsilon_j \} \leq 2, \)
2. \( 0 < \delta_j + \varepsilon_j \leq 1, 1 \leq j \leq q, \)
3. \( 0 < \sum_{j=1}^{q} \delta_j \leq 2, \)

moreover, if \( \sum_{j=1}^{q} \delta_j = 2, \) then all numbers \( \delta_1, \ldots, \delta_q \) are rational. Let \( a_1, \ldots, a_q \) be arbitrary distinct complex numbers. Then there exists a meromorphic function \( f(z) \) of finite order, such that \( \delta(a_j, f) = \delta_j, \varepsilon(a_j, f) = \varepsilon_j, 1 \leq j \leq q; \delta(a, f) = 0, \varepsilon(a, f) = 0 \) for \( a \neq a_j, 1 \leq j \leq q. \)

The theorem has been already proved in the case when the inequality (1) holds with equality: in such a case we can take \( f(z) \) to be a mapping function of the Riemann surface \( F \) which was mentioned in Theorem 8.1. So now we can assume that

\[ E = 2 - \sum_{j=1}^{q} \{ \delta_j + \varepsilon_j \} > 0. \]

We take unequal numbers \( a_{q+1} \) and \( a_{q+2} \), different from \( a_1, \ldots, a_q \). Let \( \varepsilon_{q+1} = \varepsilon_{q+2} = E/2. \) Then there exists a meromorphic function \( w = f_1(z) \), such that

\[
\begin{align*}
\text{for } a \neq a_1, \ldots, a_q, & \quad n(r, a, f_1) = Kr^\rho + o(r^\rho) \\
\text{for } 1 \leq j \leq q, & \quad n(r, a_j, f_1) = K(1 - \delta_j)r^\rho + o(r^\rho) \\
\text{for } 1 \leq j \leq q + 2, & \quad n_1(r, a, f_1) = K\varepsilon_jr^\rho + o(r^\rho) \\
\text{for } 1 \leq j \leq q + 2, & \quad n_1(r, a, f_1) = o(r^\rho) \quad \text{for } a \neq a_j, 1 \leq j \leq q + 2,
\end{align*}
\]

\[(8.21)\]
where $K$ and $\rho$ are some positive constants. This statement follows from Theorem
8.1 and formulas (7.12), (7.13), (7.18), (7.19) (using these formulas we assume, as
we agreed on p. ???, that $\chi = 1$).

The conditions (8.21) imply that

\begin{equation}
(8.22) \quad n(r + 1, a, f_1) - n(r - 1, a, f_1) = o(r^\rho)
\end{equation}

for each $a$. Let $\{z_{kv}\}_{k=1}^\infty$ be the sequence of all multiple $a_{q+\nu}$-points of the function
$f_1(z)$, $\nu = 1, 2$. Take pairwise disjoint discs $C_{kv} = \{|z - z_{kv}| < r_{kv}\}$, $k = 1, 2, \ldots; \nu = 1, 2$, such that $r_{kv} < 1$ and

\begin{equation}
(8.23) \quad \sum_{\nu=1}^2 \sum_{k=1}^\infty \int_{C_{kv}\setminus\{|z|>1\}} d\sigma(z) < \infty.
\end{equation}

Suppose that the function $w_1 = f_1(z)$ maps the complex $z$-plane onto some
Riemann surface $F_1$. We denote the image of the disc $C_{kv}$ under this mapping by
$D_{kv}$, $D_{kv} \subset F_1$. The region $D_{kv}$ contains one algebraic ramification point $W_{1}^{\nu}$, which is projected into $a_{q+\nu}$, that is, into the image of the point $z_{kv}$. We take
so small circular neighborhood $U_{1}^{\nu}$ of this ramification point, that $U_{1}^{\nu}$ does not contain other ramification points, and $U_{1}^{\nu} \subset D_{kv}$. The region $U_{1}^{\nu}$ is the Riemann
surface of the function $(w - a_{q+\nu})^{1/m_{kv}}$, lying over the disc \{|w - a_{q+\nu}| < \varepsilon_{kv}\}, where $m_{kv} - 1$ is the order of the ramification point $W_{1}^{\nu}$, and $\varepsilon_{kv}$ is a sufficiently small positive number. Let $U_{kv}$ be the Riemann surface of the function $(w - a_{kv})^{1/m_{kv}}$, \{|a_{kv} - a_{q+\nu}| < \frac{1}{2}\varepsilon_{kv}\}, lying over the disc \{|w - a_{q+\nu}| < \varepsilon_{kv}\}. We choose the points
$a_{kv}$ in such a way that all of them are distinct when $k = 1, 2, \ldots; \nu = 1, 2$, and all of them are different from projections of algebraic ramification points of the Riemann
surface $F_1$.

Let $w = \varphi_{kv}(w_1)$ be a quasiconformal mapping of $U_{1}^{\nu}$ onto $U_{kv}$, such that
points on the boundary of $U_{1}^{\nu}$ are fixed and the ramification point $W_{1}^{\nu}$ is mapped
onto the ramification point $W_{kv}$ of the same order $m_{kv} - 1$, which is projected onto
$a_{kv}$. The mapping $w = \varphi_{kv}(w_1)$ can be chosen in such a way that $p(w_1, w) < 3$
(see Example 8 from Section 2).

Let $F_0 = F_1 \setminus \bigcup_{k,v} U_{1}^{\nu}$. Denote by $F$ the Riemann surface which we get if we
replace regions $U_{1}^{\nu}$ by regions $U_{kv}$ on the surface $F_1$. It is clear that $F_0 = F \setminus \bigcup_{k,v} U_{kv}$.

Denote the preimages of $F_0$ and $U_{1}^{\nu}$ under the mapping $w = f_1(z)$ by $G_0$ and $G_{kv}$,
respectively. Obviously, $G_{kv} \subset C_{kv}$. Let $w = \varphi(\zeta)$ be a quasiconformal mapping of
the complex $\zeta$-plane onto the Riemann surface $F$, given by the following formulas

$$
\varphi(\zeta) = \begin{cases}
    f_1(\zeta) & \text{for } \zeta \in G_0, \\
    \varphi_{kv}(f_1(\zeta)) & \text{for } \zeta \in G_{kv}, \ k = 1, 2, \ldots, \nu = 1, 2.
\end{cases}
$$

It is clear that for each $a$ the functions $f_1(\zeta)$ and $\varphi(\zeta)$ have the same amount
of $a$-points in $G_{kv}$. Since the diameter of each of the regions $G_{kv}$ is less than 2, the
relations (8.22) and (8.21) imply that

\begin{equation}
(8.24) \quad \begin{cases}
    n(r, a, \varphi) = K r^\rho + o(r^\rho) \quad & \text{for } a \neq a_1, \ldots, a_q, \\
    n(r, a_j, \varphi) = K (1 - \delta_j) r^\rho + o(r^\rho) \quad & \text{for } 1 \leq j \leq q, \\
    n_1(r, a_j, \varphi) = K \varepsilon_j r^\rho + o(r^\rho) \quad & \text{for } 1 \leq j \leq q, \\
    n_1(r, a, \varphi) = o(r^\rho) \quad & \text{for } a \neq a_j, \ 1 \leq j \leq q.
\end{cases}
\end{equation}
We can even claim that \( n_1(r, a, \varphi) = n_1(r, a, f_1) \) for \( a \neq a_1, \ldots, a_{q+2}, k = 1, 2, \ldots, \nu = 1, 2, \) \( n_1(r, a, \varphi) = 0 \) for \( a = a_{q+1}, a_{q+2}, \) and \( n_1(r, a, \varphi) = O(1) \) for \( a = a_{k_0}. \)

Taking into account (8.23) we get that the mapping \( w = \varphi(\zeta) \) satisfies

\[
\int \int_{|\zeta| > 1} \{p(\zeta, w) - 1\} d\sigma(\ln \zeta) = \sum_{\nu=1}^{2} \sum_{k=1}^{\infty} \int_{G_{hw}\cap\{|\zeta| > 1\}} \{p(\zeta, w) - 1\} d\sigma(\ln \zeta)
\]

\[
\leq 3 \sum_{\nu=1}^{2} \sum_{k=1}^{\infty} \int_{G_{hw}\cap\{|\zeta| > 1\}} d\sigma(\ln \zeta) \leq 3 \sum_{\nu=1}^{2} \sum_{k=1}^{\infty} \int_{C_{hw}\cap\{|\zeta| > 1\}} d\sigma(\ln \zeta) < \infty.
\]

Using Teichmüller Theorem 3.1 in the same way as we have repeatedly done, we find that the surface \( F \) is of parabolic type, and the relations (8.24) remain true for the meromorphic function \( w = f(z) \) which maps \( \{|z| < \infty\} \) onto \( F \), after an appropriate normalization of \( f(z) \). From here we get that

\[
T(r, f) = \frac{K}{\rho} r^\rho + o(r^\rho),
\]

\[
N(r, a, f) = \frac{K}{\rho} r^\rho + o(r^\rho) \quad \text{for} \quad a \neq a_1, \ldots, a_q,
\]

\[
N(r, a_j, f) = \frac{K}{\rho} (1 - \delta_j) r^\rho + o(r^\rho) \quad \text{for} \quad 1 \leq j \leq q,
\]

\[
N_1(r, a_j, f) = \frac{K}{\rho} \epsilon_j r^\rho + o(r^\rho) \quad \text{for} \quad 1 \leq j \leq q,
\]

\[
N_1(r, a, f) = o(r^\rho) \quad \text{for} \quad a \neq a_j, \quad 1 \leq j \leq q.
\]

These relations imply that the function \( w = f(z) \) is a desired function, whose existence was claimed in Theorem 8.2. It is clear that our remark to Theorem 8.1 is applicable to Theorem 8.2 also. It is clear from our argument that if \( \delta_j = 1 \), then the function \( f(z) \) can be chosen in such a way that \( f(z) \neq a_j. \)

We can drop the restriction \( \sum_{j=1}^{q} \delta_j > 0 \) in Theorem 8.2, but in such a case we have to avoid usage of Riemann surfaces with almost periodic ends, because their mapping functions necessarily have deficient values.

We prove the following theorem.

**Theorem 8.3.** Let \( \epsilon_1, \epsilon_2, \ldots \) be a sequence of numbers satisfying \( 0 \leq \epsilon_j \leq 1, \)

\[
\sum_{j=1}^{\infty} \epsilon_j \leq 2, \quad \text{and} \quad a_1, a_2, \ldots \quad \text{be a sequence of pairwise distinct complex numbers. There exists a meromorphic function} \quad w = f(z) \quad \text{such that} \quad \epsilon(a_j, f) = \epsilon_j \quad \text{for} \quad j = 1, 2, \ldots, \]

\( \epsilon(a, f) = 0 \) for \( a \neq a_j, j \geq 1; \delta(a, f) = 0 \) for all \( a. \)

Let \( b_1, b_2, \ldots \) be a sequence of distinct complex numbers, \( b_j \neq a_k, j, k = 1, 2, \ldots \). Let \( e_{jk}, 1 \leq j \leq k \), be integers satisfying

1. \( 0 \leq e_{jk} \leq k - 1, \ 1 \leq j \leq k - 1, \)
2. \( 0 \leq \sum_{j=1}^{k} e_{jk} \leq 2(k - 1), \)

Let \( e_{jk}, 1 \leq j \leq k, \) be integers satisfying:

1. \( 0 \leq e_{jk} \leq k - 1, \ 1 \leq j \leq k - 1, \)
2. \( 0 \leq \sum_{j=1}^{k} e_{jk} \leq 2(k - 1), \)

Let \( e_{jk}, 1 \leq j \leq k, \) be integers satisfying:

1. \( 0 \leq e_{jk} \leq k - 1, \ 1 \leq j \leq k - 1, \)
2. \( 0 \leq \sum_{j=1}^{k} e_{jk} \leq 2(k - 1), \)
It is clear that such numbers \( e_{jk} \) can be selected. Let \( \beta_k' \) and \( \beta_k'' \) be some integers, such that \( 0 \leq \beta_k', \beta_k'' \leq k - 1 \) and

\[
\sum_{j=1}^{k} e_{jk} + \beta_k' + \beta_k'' = 2(k - 1).
\]

Let \( \Phi_k \) be a Riemann surface from the class

\[
\mathfrak{F}(k; a_1 : e_{1k}; a_2 : e_{2k}; \ldots; a_k : e_{kk}; b_{2k-1} : \beta_k' ; b_{2k} : \beta_k'').
\]

By Theorem 4.1 such surface exists.

It is always possible to find a positive number \( u_k \) and a number \( r_k \), \( 0 < r_k < 1/4 \), such that \( |u_k - k| < 1/4 \) and there are no ramification points of the surface \( \Phi_k \) over the disc \( \{|w - u_k| \leq r_k\} \). Denote by \( G_k \) a fixed one-sheeted region on \( \Phi_k \), lying over \( \{|w - u_k| < r_k\} \). Let \( \Phi_k^0 = \Phi_k \setminus G_k \). Let \( w_1 = \psi_k(w) \) be a quasiconformal mapping of the surface \( \Phi_k^0 \) onto the region \( \{|w_1 - u_k| \geq r_k\} \), under which points on the boundary of \( \Phi_k^0 \) remain fixed. The existence of such a quasiconformal mapping follows from Example 9 in Section 2. Let the characteristic of this quasiconformal mapping be bounded by a constant \( p_k \). Let \( r' = \min(r_k, p_k^{-1/2}) \). We introduce the notation \( G_k' = G_k \cap \{|w - u_k| < r'_k\} \), \( \Phi_k' = \Phi_k \setminus G_k' \).

It is easy to see that there exists a quasiconformal mapping of \( \Phi_k' \) onto the disc \( \{|\zeta - u_k| \leq r'_k/4\} \) with constant distortion on the boundary and with characteristic at most \( p_k \). In fact, first we map \( \Phi_k' \) onto \( \{|w - u_k| \geq r'_k\} \); to this end we map \( \Phi_k^0 \subset \Phi_k' \) using the function \( \psi_k(w) \), and leave the region \( G_k \setminus G_k' \) fixed. Then we map the region \( \{|w - u_k| \geq r'_k\} \) onto \( \{|\zeta - u_k| \leq r'_k/4\} \) using the linear-fractional transformation \( \zeta = (r'_k/4)(w - u_k)^{-1} + u_k \). In this case the point on \( \partial \Phi_k' \) which is projected onto \( w = u_k + r'_k \) is mapped onto the point \( w_1 = u_k + r'_k/4 \). Denote the constructed mapping of \( \Phi_k' \) onto \( \{|\zeta - u_k| \leq r'_k/4\} \) by \( \zeta = \omega_k(w) \), denote by \( w = \Omega_k(\zeta) \) the inverse mapping.

We make a cut on \( \Phi_k \) along the line segment \( \Gamma_k \subset G_k' \) which is projected into the line segment \( \gamma_k = \{ u_k - r'_k/2 \leq u \leq u_k + r'_k/2, \quad v = 0 \} \). We paste the complex \( w \)-plane with cuts along \( \gamma_k, \quad k = 1, 2, \ldots \), and denote it by \( P \). We paste to \( P \) the surfaces \( \Phi_k \) with cuts along \( \Gamma_k \) pasting the upper (lower) side of the cut \( \Gamma_k \) to the lower (upper) side of the cut \( \gamma_k \). We get a simply connected Riemann surface \( F \).

Let \( G_k'' = G_k' \setminus \Gamma_k \), \( G_k'' = \{|w - u_k| < r'_k\} \cap P \). Denote the part of the Riemann surface \( F \) consisting of \( G_k' \) and \( G_k'' \) by \( W_k \). It is a doubly connected Riemann surface with two algebraic ramification points of the first order over the points \( u_k \pm r'_k/2 \). We denote the boundary curves of \( W_k \) by \( C_{1k} \) and \( C_{2k} \), both of them are projected into \( \{|w - u_k| = r'_k\} \), moreover, \( C_{1k} \subset \partial G_k'', C_{2k} \subset \partial G_k' \). By Example 10 from Section 2 there exists a quasiconformal mapping of the surface \( W_k \) onto the annulus \( r'_k/4 < |\zeta - u_k| < r'_k \), such that the point \( w = u_k + r'_k e^{i\theta} \in C_{1k} \) is mapped onto the point \( \zeta = s_k(w) \), and the point \( w = u_k + r'_k e^{-i\theta} \in C_{2k} \) is mapped onto the point \( \zeta = \tau_k(w) \). As it was shown in Example 10, the
characteristic of this mapping is bounded by a constant $Q$, which obviously does not depend on $k$.

Let $P_0 = P^\infty \left( \bigcup_{k=1}^{\infty} G_k^0 \right)$. The Riemann surface $F$ can be partitioned into pairwise disjoint parts $P_0, W_1, W_2, \ldots, \Phi_1, \Phi_2, \ldots$. There exist a quasiconformal mapping of the surface $F$ onto the complex $\zeta$-plane which leaves $P_0$ fixed, maps the surfaces $W_k$ by $\zeta = s_k(w)$, and the surfaces $\Phi_k$ by $\zeta = \omega_k(w)$. It is easy to verify that such mapping is one-to-one and continuous everywhere on the surface $F$. We denote its inverse quasiconformal mapping of $\{ |\zeta| < \infty \}$ onto $F$ by $w = \varphi(\zeta)$:

$$w = \varphi(\zeta) = \begin{cases} 
\zeta & \text{for } \zeta \in P_0, \\
S_k(\zeta) & \text{for } r_k' / 4 < |\zeta - u_k| < r_k', \ k = 1, 2, \ldots \\
\Omega_k(\zeta) & \text{for } |\zeta - u_k| \leq r_k' / 4, \ k = 1, 2, \ldots 
\end{cases}$$

It is clear that $p(\zeta, w) \equiv 1$ for $\zeta \in P_0$, $p(\zeta, w) \leq Q$ for $r_k' / 4 < |\zeta - u_k| < r_k'$, $k = 1, 2, \ldots$; $p(\zeta, w) \leq p_k$ for $|\zeta - u_k| \leq r_k' / 4$. Hence

$$\int \int_{|\zeta| > 1/2} \{ p(\zeta, w) - 1 \} d\sigma(\ln \zeta) = \sum_{k=1}^{\infty} \int \int_{|\zeta - u_k| \leq r_k'} \{ p(\zeta, w) - 1 \} d\sigma(\ln \zeta)$$

$$\leq \sum_{k=1}^{\infty} \max(Q, p_k) \int \int_{|\zeta - u_k| \leq r_k'} d\sigma(\ln \zeta)$$

$$\leq \sum_{k=1}^{\infty} \max(Q, p_k) O \left( \frac{r_k'^2}{k^2} \right) = \sum_{k=1}^{\infty} O \left( \frac{1}{k^2} \right) < \infty.$$  \hspace{1cm} (8.25)

Here we used the condition $r_k'^2 \leq 1/p_k$.

Now we consider the distribution of $a$-points of the function $w = \varphi(z)$. It is clear that all $a$-points except at most one are lying in the discs $\{|\zeta - u_k| < r_k' < 1/4\}$, moreover, the number of $a$-points in each of these discs is equal to $k$ if $|a - u_k| \geq r_k'$, and is equal to $k + 1$ if $|a - u_k| < r_k'$. Therefore

$$n(r, a, \varphi) = \sum_{k=1}^{[r]} k + O(r) = \frac{r^2}{2} + O(r)$$ \hspace{1cm} (8.26)

for each $a$. Similarly we get that

$$n_1(r, a, \varphi) = O(1)$$ \hspace{1cm} (8.27)

for $a \neq a_j$, $j = 1, 2, \ldots$, and

$$n_1(r, a_j, \varphi) = \sum_{k=1}^{[r]} \epsilon_{jk} + O(r)$$ \hspace{1cm} (8.28)

$$= \epsilon_j \sum_{k=1}^{[r]} k + \sum_{k=1}^{[r]} o(k) + O(r) = \epsilon_j \frac{r^2}{2} + o(r^2).$$

for $a = a_j$.

Using Teichmüller Theorem 3.1, which is applicable by (8.25), in a standard for this chapter way we find that there exists a meromorphic function $w = f(z)$ for
which the relations (8.26), (8.27), (8.28) remain true if we replace $\varphi$ by $f$ and $O(r)$ by $o(r^2)$ in them. Now we get that

$$N(r, a, f) = \frac{r^2}{4} + o(r^2) \quad \text{for all} \quad a,$$

$$T(r, f) = \frac{r^2}{4} + o(r^2),$$

$$N_1(r, a_j, f) = \varepsilon_j \frac{r^2}{4} + o(r^2), \quad j = 1, 2, \ldots,$$

$$N_1(r, a, f) = O(\ln r) \quad \text{for} \quad a \neq a_j, \quad j = 1, 2, \ldots$$

It is clear that the function $w = f(z)$ satisfies the conditions of Theorem 8.3.
On the magnitude of type of an entire function

It was proved in Theorem 1.3 from Chapter 2 that for an entire function $f(z)$ the characteristics $T(r, f)$ and $\ln M(r, f)$ have the same growth category. Let $\rho(r)$ be some proximate order, such that $\rho(r) \to \rho$ as $r \to \infty$, where $\rho < \infty$ is the order of an entire function.

Set

$$
\Delta_T = \limsup_{r \to \infty} \frac{T(r, f)}{r^{\rho(r)}}, \quad \Delta_M = \limsup_{r \to \infty} \frac{\ln M(r, f)}{r^{\rho(r)}}.
$$

Theorem 1.3 from Chapter 2 implies that $\Delta_T$ and $\Delta_M$ are equal to 0 or $\infty$ simultaneously, since $0 < \Delta_T < \infty$ implies $0 < \Delta_M < \infty$, and vice versa. Now we shall establish more precise relations between $\Delta_T$ and $\Delta_M$. The inequality $\Delta_T \leq \Delta_M$ is obvious, because $T(r, f) \leq \ln M(r, f)$. We shall now prove the following theorem.

**Theorem 0.4.** The inequalities

\begin{equation}
\Delta_M \leq \pi \rho \csc(\pi \rho) \Delta_T \quad \text{for} \quad 0 \leq \rho \leq 1/2,
\end{equation}

\begin{equation}
\Delta_M \leq \pi \rho \Delta_T \quad \text{for} \quad 1/2 < \rho < \infty.
\end{equation}

hold.

Observe that the inequalities (0.29) and (0.30) hold with equalities for the Mittag-Leffler function (5.31) from Chapter 2 for $\rho(r) \equiv \rho$, $0 < \rho < \infty$. If $\rho = 0$ the equality $\Delta_M = \Delta_T$ holds for each entire function (see Remark 1 to Theorem 4.5 from Chapter 2). Therefore we can restrict our attention to the case $\rho > 0$.

It is relatively easy to prove the inequality (0.29). We may assume without loss of generality that $f(0) = 1$. Then $N(r, 0; f) \leq T(r, f)$. Let $\{a_k\}$ denote the sequence of zeros. Then (cf. (4.3) from Chapter 2)

\begin{equation}
\ln M(r, f) = \ln M \left( \frac{z}{a_k}, 0 \right) \leq \sum_{k=1}^{\infty} \ln \left( 1 + \frac{r}{|a_k|} \right)
= \int_0^r \ln \left( 1 + \frac{r}{t} \right) \frac{dt}{t} = r \int_0^\infty \frac{n(t, 0; f)}{t} \frac{dt}{r + t}
\leq r \int_0^\infty \frac{N(t, 0; f)}{(r + t)^2} \frac{dt}{r + t} = r \int_0^\infty T(t, f) \frac{dt}{(r + t)^2} = \int_0^\infty T(\tau r, f) \frac{d\tau}{(1 + \tau)^2}.
\end{equation}

Similar examples can be constructed in the case when $\rho(r)$ is not identically equal to $\rho$. For example, if $0 < \rho < 1$ we can take the function (5.1) from Chapter 2 with $l(r) \equiv \rho(r)$ and use the formulas (5.4') and (5.11).
We may assume that $\Delta_T < \infty$, since for $\Delta_T = \infty$ the inequality (0.29) is obvious. Let $T(r, f) \leq (\Delta_T + \varepsilon)\rho(r)$ hold for $r \geq r_0(\varepsilon)$. Then (0.31) implies

$$\ln M(r, f) \leq T(r_0, f) \int_0^{r_0/r} \frac{d\tau}{(1 + \tau)^2} + (\Delta_T + \varepsilon) \int_0^\infty \frac{(r\tau)^{\rho(r)}}{(1 + \tau)^2} d\tau,$$

$$\Delta_M = \limsup_{r \to \infty} \frac{\ln M(r, f)}{\rho(r)} \leq (\Delta_T + \varepsilon) \lim_{r \to \infty} \int_0^\infty \frac{(r\tau)^{\rho(r)}}{(1 + \tau)^2} d\tau = (\Delta_T + \varepsilon) \int_0^\infty \frac{\tau^{\rho} d\tau}{(1 + \tau)^2} = (\Delta_T + \varepsilon) \frac{\pi^\rho}{\sin \pi \rho}.$$ (0.32)

The possibility of passing to the limit under the integral sign is proved in the same way as in Exercise 1 in Section 2 of Chapter 2; the last integral can be easily computed by using the residue calculus. Since $\varepsilon$ can be chosen arbitrarily small, the inequality (0.32) implies (0.29).

The inequality (0.30) is proved in a much more complicated way; it was obtained only recently by N.V. Govorov [Gov67], although it was conjectured long time ago (see, for example, [Hay64, Ch. 1, 1.8]).

Let $f(z)$ be an entire function of order $\rho$, $1/2 < \rho < \infty$, $\rho(r)$ be a proximate order, $\rho(r) \to \rho$ as $r \to \infty$. We may restrict ourselves to the case when $0 < \Delta_M < \infty$. Besides, without loss of generality, we may assume $f(0) = 1$.

Let $\varepsilon_0$ be an arbitrary number satisfying the condition $0 < \varepsilon_0 < \min \left(2\rho - 1, \frac{2}{3}\rho\right)$. Choose $\varepsilon$, $0 < \varepsilon < \varepsilon_0$, in such a way that the function $f(z)$ does not have zeros on the rays $\arg z = \pm \pi/(2\rho - \varepsilon)$. Set $\sigma = 1/(2\rho - \varepsilon)$, $0 < \sigma < 1$,

$$T_1(r) = \frac{1}{2\pi} \int_{-\pi\sigma}^{\pi\sigma} \ln |f(re^{i\theta})| d\theta.$$ (0.33)

It is clear that

$$T_1(r) \leq m(r, f) = T(r, f).$$ (0.34)

The function $\zeta = -z^{2\rho - \varepsilon}$ is a conformal mapping of the angle $\{\arg z < \pi \sigma\}$ onto the region $D = \{0 < \arg \zeta < 2\pi\}$, that is, $\zeta$-plane with a cut along the positive real half-axis. We consider the function

$$\Phi(\zeta) = f\{(-\zeta)^\sigma\}$$ (0.35)

in $D$, where the single-valued branch of the function $(-\zeta)^\sigma$ is chosen in such a way that $(-\zeta)^\sigma > 0$ for $\zeta < 0$. Let $\zeta = \xi + i\eta$. We denote the points $\zeta = \xi > 0$ lying on the upper and lower sides of the cut $S$ by $\xi^+$ and $\xi^-$, respectively. Obviously,

$$\Phi(\zeta^+) = f(\xi^e^{\pm i\pi \sigma}).$$

Let

$$G(\xi) = \Phi(\xi^+)/\Phi(\xi^-) = f(\xi^e^{-i\pi \sigma})/f(\xi^e^{i\pi \sigma}), \ \xi > 0, \ G(0) = 1.$$ (0.36)

It is clear that the function $G(\xi)$ is analytic on the ray $\{\xi > 0\}$, and the function $G(\xi^{1/\sigma})$ is analytic, also, at the point $\xi = 0$, moreover, $G(\xi) \neq 0$ for $\xi \geq 0$.

We choose a branch of $\ln G(\xi)$ which is continuous for $\xi \geq 0$ and satisfies the condition $\ln G(0) = 0$. Let

$$s(r) = \int_0^r \ln G(\xi) \frac{d\xi}{\xi}.$$
Let us show that

\[(0.35) \quad s(r) = o(r^{3/4}) \quad \text{for} \quad r \to \infty.\]

In fact, let \(f(z)\) be without zeros on the ray \(\{\arg z = \theta_0\}\). We choose a continuous branch of \(\ln f(z)\) on this ray, such that \(\ln f(0) = 0\). Applying Theorem 2.4 from Chapter 1 to \(\ln f(z)\) we get \((R = 2r > r > t > 0)\)

\[
\ln f(te^{i\theta_0}) = \frac{1}{2\pi} \int_0^{2\pi} \ln |f(Re^{i\theta})| \frac{Rte^{i\theta} + te^{i\theta_0}}{Re^{i\theta} - te^{i\theta_0}} d\theta
\]

\[
- \sum_{|a_m| < R} \ln \left( \frac{|a_m|}{a_m} \frac{R^2 - \bar{a}_m te^{i\theta_0}}{R(a_m - te^{i\theta_0})} \right),
\]

where \(a_m\) are the zeros of the function \(f(z)\), and the branches of the logarithms in the sum are chosen in such a way that \(\text{Im} \ln \frac{R}{|a_m|} = 0\). Then

\[
\left| \ln \ln \left( \frac{|a_m|}{a_m} \frac{R^2 - \bar{a}_m te^{i\theta_0}}{R(a_m - te^{i\theta_0})} \right) \right| \leq 2\pi
\]

for each \(t, 0 \leq t < \infty\). Since

\[
0 < \text{Re} \ln \left( \frac{|a_m|}{a_m} \frac{R^2 - \bar{a}_m te^{i\theta_0}}{R(a_m - te^{i\theta_0})} \right) = \ln \left| \frac{R^2 - \bar{a}_m te^{i\theta_0}}{R(a_m - te^{i\theta_0})} \right| \leq \ln \frac{2R}{|a_m| - t}.
\]

from (0.36) we get

\[
|\ln f(te^{i\theta_0})| \leq \frac{R + t}{R - t} \cdot \frac{1}{2\pi} \int_0^{2\pi} |\ln |f(Re^{i\theta})|| d\theta + \sum_{|a_m| < R} \ln \frac{2R}{|a_m| - t} + n(R, 0, f)2\pi
\]

\[
\leq \frac{R + r}{R - r} \left( m(R, f) + m \left( R, \frac{1}{f} \right) \right) + \sum_{|a_m| < R} \ln \frac{2R}{|a_m| - t} + 2\pi n(R, 0, f)
\]

\[
\leq 6T(R, f) + 2\pi n(R, 0, f) + \sum_{|a_m| < R} \ln \frac{2R}{|a_m| - t}.
\]

We integrate this inequality with respect to \(d\ln t\) from \(t = 1\) to \(t = r\). We get

\[
\int_1^r \left| \ln f(te^{i\theta_0}) \right| \frac{dt}{t} \leq 6T(R, f) \ln R + 2\pi n(R, 0, f) \ln R + \sum_{|a_m| < R} \int_1^r \ln \frac{2R}{|a_m| - t} \frac{dt}{t}.
\]

But

\[
\int_1^r \ln \frac{2R}{|a_m| - t} \frac{dt}{t} \leq \int_{|a_m| - 1}^{|a_m| + 1} \ln \frac{2R}{|a_m| - t} \frac{dt}{t} + 2R \int_1^r \frac{dt}{t}
\]

\[
= 2 \int_0^1 \ln \frac{2R}{r} d\tau + \ln 2R \cdot \ln r
\]

\[
= 2(\ln(2R) + 1) + \ln 2R \cdot \ln r < (\ln r)^2 + 4 \ln r + 6.
\]

Therefore

\[
\int_1^r \left| \ln f(te^{i\theta_0}) \right| \frac{dt}{t} \leq 6T(2r, f) \ln 2r + n(2r, 0, f)\{2\pi \ln(2r) + (\ln r)^2 + 4 \ln r + 6\}.
\]
Since the order of the functions $T(r, f)$ and $n(r, f)$ does not exceed $\rho$, then the relations

$$
\int_0^r \frac{\ln f(te^{i\theta_0})}{t} \, dt = O(r^{\rho'})
$$

and

$$
\int_0^r \frac{\ln f(t^\sigma e^{i\theta_0})}{t} \, dt = O(r^{\rho'\sigma}) = o(r^{3/4})
$$

hold for each $\rho'$, $3/(4\sigma) > \rho' > \rho$. The relation (0.35) follows.

Denote the number of zeros of the function $\Phi(\zeta)$ in the region $\{0 < \arg \zeta < 2\pi, |\zeta| \leq r\}$ or, which is the same, the number of zeros of the function $f(z)$ in the sector $\{|\arg z| < \pi\sigma, |z| \leq r^\sigma\}$, by $n_2(r)$. Then $n_2(r) = O(r^{\rho'\sigma})$ and

$$
n_2(r) = o(r^{3/4}).
$$

(0.37)

Suppose that the arc $\{|\zeta| = t, 0 < \arg < 2\pi\}$ does not contain zeros of the function $\Phi(\zeta)$. Let

$$
T_2(r) = \frac{1}{2\pi} \int_0^{2\pi} \ln |\Phi(te^{i\alpha})| \, d\alpha.
$$

Then, applying the argument principle and the Cauchy–Riemann equations we find that

$$
n_2(t) = \frac{1}{2\pi} \int_0^t d \arg G(\xi) + \frac{1}{2\pi} \int_{\alpha=0}^{2\pi} d \arg \Phi(te^{i\alpha})
$$

$$
= \frac{1}{2\pi} \alpha G(t) + \frac{1}{2\pi} \int_0^{2\pi} \frac{\partial \arg \Phi(te^{i\alpha})}{\partial \alpha} \, d\alpha
$$

$$
= \frac{1}{2\pi} \alpha G(t) + \frac{t}{2\pi} \int_0^{2\pi} \ln |\Phi(te^{i\alpha})| \, d\alpha
$$

$$
= \frac{1}{2\pi} \alpha G(t) + \frac{t}{2\pi} \int_0^{2\pi} \ln |\Phi(te^{i\alpha})| \, d\alpha.
$$

We divide this equality by $t$ and integrate from $0$ to $r$. Taking into account $n_2(0) = T_2(0) = 0$ we get the equality

$$
T_2(r) = \int_0^r \left\{ n_2(t) - \frac{1}{2\pi} \arg G(t) \right\} \frac{dt}{t}.
$$

(0.38)

Now we consider the analytic function

$$
F(\zeta) = \exp \left\{ \frac{1}{2\pi i} \int_0^\infty \frac{s(t)}{t-\xi^2} \, dt \right\} = \exp \{\zeta \psi(\zeta)\}
$$

in the region $D$. The relation (0.35) implies the absolute convergence of the integral in (0.39). Integrating it by parts we get

$$
\psi(\zeta) = \frac{1}{2\pi i} \int_0^\infty \frac{s(t)}{(t-\xi^2)^2} \, dt = \frac{1}{2\pi i} \int_0^\infty \frac{\ln G(t)}{t(t-\xi)} \, dt.
$$

(A.11')

Let $0 < \xi_0 < \infty$. We show that

$$
\psi(\xi_0^+) - \psi(\xi_0^-) = \frac{\ln G(\xi_0)}{\xi_0}.
$$

(0.40)

The equality (0.40) is a special case of the well-known formulas due to Yu.V. Sokhottskii; we prove only the special case that we need.
Take a circle $\gamma = \{ |\zeta - \xi_0| = r \}$, where $r < \xi_0$ is chosen so small, that the function $\ln G(\zeta)$ is analytic in the disc $\{ |\zeta - \xi_0| \leq r \}$. If $\Im \zeta > 0$, then by the Cauchy theorem, we can write the function $\psi(\zeta)$ as

$$\psi(\zeta) = \frac{1}{2\pi i} \int_{\Gamma^+} \frac{\ln G(t)}{t - \zeta} \, dt,$$

where the curve $\Gamma^+$ consists of the positive real half-axis without the interval $\{ |\zeta - \xi_0| < r \}$ and the lower semicircle $\{ |\zeta - \xi_0| = r, \Im \zeta < 0 \}$. It is clear that with the help of (0.41) the function $\psi(\zeta)$ can be continued analytically from $\{ \Im \zeta > 0 \}$ into the half-disc $\{ |\zeta - \xi_0| < r, \Im \zeta < 0 \}$ through the interval $\{ \eta = 0, |\zeta - \xi_0| < r \}$. Therefore $\psi(\xi_0^+) \exists \text{ and } 

$$\psi(\xi_0^+) = \frac{1}{2\pi i} \int_{\Gamma^+} \frac{\ln G(t)}{t - \xi_0} \, dt,$$

Similarly we get that

$$\psi(\xi_0^-) = \frac{1}{2\pi i} \int_{\Gamma^-} \frac{\ln G(t)}{t - \xi_0} \, dt,$$

where the curve $\Gamma^-$ consists of positive real half-axis without the interval $\{ |\zeta - \xi_0| < r \}$ and the upper semicircle $\{ |\zeta - \xi_0| = r, \Im \zeta > 0 \}$. Since $\Gamma^- = \gamma$, we have

$$\psi(\xi_0^+) - \psi(\xi_0^-) = \frac{1}{2\pi i} \int_\gamma \frac{\ln G(t)}{t - \xi_0} \, dt = \frac{\ln G(\xi_0)}{\xi_0}.$$

It is also clear from the preceding argument that the functions $\psi(\xi^+)$ and $\psi(\xi^-)$ are continuous for $0 < \xi < \infty$.

Let us show that

$$\zeta \psi(\zeta) \to 0 \text{ as } \zeta \to 0, \quad \zeta \in D.$$

The function $\ln G(\zeta^{1/\sigma})$ is analytic in a sufficiently small neighborhood of $\zeta = 0$ and

$$\ln G(\zeta^{1/\sigma}) = \sum_{k=1}^\infty c_k \zeta^k,$$

hence, the function $\ln G(\zeta)/\zeta$ is analytic for $\{ |\arg \zeta| < \pi, |\zeta| \leq \rho_0 \}$, and

$$|\ln G(\zeta)/\zeta| = O(|\zeta|^{\sigma - 1}) \text{ as } \zeta \to 0.$$

Let $\Im \zeta \leq 0$. We write

$$\psi(\zeta) = \frac{1}{2\pi i} \int_{S_1} \frac{\ln G(t)}{t - \zeta} \, dt + \frac{1}{2\pi i} \int_{S_2} \frac{\ln G(t)}{t - \zeta} \, dt = \frac{1}{2\pi i} \int_{S_1} \frac{\ln G(t)}{t - \zeta} \, dt + O(1), \quad \zeta \to 0,$$

where $S_1$ is the line segment joining 0 and $i\rho_0$, and $S_2$ is a curve consisting of the line segment joining the points $ir_0$ and $\rho_0$, and the ray $\{ \xi \geq \rho_0, \eta = 0 \}$. If $t \in S_1$ and $\Im \zeta \leq 0$, then $|t - \zeta| > |\zeta|$. Taking into account (0.43) and (0.44) we obtain that

$$|\psi(\zeta)| \leq \frac{1}{|\zeta|} \frac{1}{2\pi} \int_0^{\rho_0} O(t^{\sigma - 1}) \, dt + O(1) = \frac{1}{|\zeta|} O(r_0^{\sigma}) + O(1).$$
Hence
\[
\limsup_{\zeta \to 0, \Im \zeta \leq 0} |\zeta \psi(\zeta)| \leq O(r_0^\sigma).
\]
Since \(r_0\) can be chosen to be arbitrarily small, the relation (0.42) follows. Similar argument works in the case when \(\Im \zeta \geq 0\). Thus, the relation (0.42) has been proved.

The formulas (0.39), (0.40), and (0.42) imply that
\[
F(\zeta^+) = G(\xi) = \Phi(\zeta^+)/F(\zeta^+), \quad \Phi(\zeta^-) = \Phi(\zeta^-)/F(\zeta^-)
\]
and
\[
\frac{1}{K} < |F(\zeta)| < K < \infty
\]
in a neighborhood of \(\zeta = 0\), where \(K\) is some constant. Therefore the analytic in \(D\) function
\[
\Omega(\zeta) = \Phi(\zeta)/F(\zeta)
\]
admits an analytic continuation into the whole complex \(\zeta\)-plane and is an entire function. Taking into account (0.34) and (0.42) we see that \(\Omega(0) = 1\).

Using the method due to V.I. Matsaev [Mat60] we show that the estimate
\[
\ln |\Omega(re^{i\varphi})| \leq Cr^{3/4} + C_2
\]
holds.

Denote the region \(\{ |\arg(\zeta - 1) - \pi | < \frac{\pi}{16} \} \cap \{ |\zeta | < 1 \} \) by \(G\), the boundary of this region by \(L\), and the part \(L \cap \{ |\zeta | < 1 \}\) of the boundary \(L\) by \(L_1\). Let \(d = \sin \frac{\pi}{16}\).

It is clear that \(\{ |\zeta | < d \} \subset G\). The function \(\mu(\zeta) = \exp \{ -(\zeta - 1)^{-4} \}\) is, as it is easy to show, analytic in \(G\) and continuous in \(G\). For \(\zeta \in L_1\) we have
\[
|\mu(\zeta)| = \exp \left\{ -\frac{1}{|\zeta - 1|^4} \right\} = \exp \left\{ -\frac{\cos \frac{\varphi}{2}}{|\zeta - 1|^4} \right\}.
\]
If \(\zeta \in L_1\), then, by the sine theorem,
\[
\frac{1}{d} \geq \frac{|\zeta|}{d} = \frac{|\zeta - 1|}{\sin \varphi}, \quad \varphi = \arg \zeta.
\]
Therefore \((\zeta \in L_1)\)

\begin{equation}
|\mu(\zeta)| \leq \exp \left\{ -\frac{d^4}{\sqrt{2}\sin^4 \varphi} \right\} \leq \exp \left\{ -\frac{d^4 \cdot \frac{3}{2}}{\sin^4 \frac{\pi}{2}} \right\}.
\end{equation}

For \(\zeta \in L \setminus L_1\) we have

\begin{equation}
|\mu(\zeta)| \leq \exp \left\{ -\frac{\cos \frac{\pi}{4}}{|\zeta - 1|^4} \right\} \leq \exp \left\{ -2^{-\frac{3}{2}} \right\}.
\end{equation}

Combining the estimates (0.48) and (0.49) we obtain that the inequality

\begin{equation}
|\mu(\zeta)| \leq \exp \left\{ -\frac{C_3}{\sin^4 \frac{\pi}{2}} \right\}
\end{equation}

holds on \(L\). Let \(|\zeta| < \frac{d}{2} r, r \geq 1\). Then \(\zeta/r \in G\), and, by the Cauchy formula, we get

\begin{equation}
\Omega(\zeta) = \frac{1}{2\pi i \mu(\zeta/r)} \int_L \frac{\Omega(rt)\mu(t)}{t - \frac{\zeta}{r}} dt.
\end{equation}

It is easy to see that

\[
\max_{|\zeta| = \frac{d}{2}} |\mu(\zeta)| = e^{(1-\frac{3}{4})^{-4}} = C_4,
\]

\[
\int_L \left| \frac{dt}{t - \frac{\zeta}{r}} \right| \leq \left( \frac{2}{\pi} \right) \int_L |dt| = C_5, \quad |\zeta| = \frac{d}{2} r.
\]

Taking into account (0.46) and (0.50) we conclude that (0.51) implies

\begin{equation}
M \left( \frac{dr}{2}, \Omega \right) \leq \frac{1}{2\pi} C_4 C_5 e^{C_1} \max_{0 < \varphi < 2\pi} \exp \left\{ \frac{C_1 r^{3/4}}{\sin^2 \frac{\pi}{2} - \sin^4 \frac{\pi}{2}} - \frac{C_3}{\sin^4 \frac{\pi}{2}} \right\}.
\end{equation}

We assume that \(r\) is so large that \(2C_3 \leq C_1 r^{3/4}\). Then, finding the maximum in (0.52) using the standard methods of calculus, we get

\[
M \left( \frac{dr}{2}, \Omega \right) \leq \frac{1}{2\pi} C_4 C_5 e^{C_1} \exp \left\{ \frac{C_1^2}{4C_3^2} r^{3/2} \right\}
\]

and

\begin{equation}
M(r, \Omega) \leq C_6 e^{C_6 r^{3/2}}, \quad r > 0.
\end{equation}

Now we consider the auxiliary function

\[\Omega_\eta(\zeta) = \Omega(\zeta) \exp \left\{ -7C_1 \zeta^{3/4} \sec \frac{3\pi}{16} - \eta \zeta^{-5/3} \right\}\]

in the angle \(W = \left\{ |\arg \zeta| < \frac{\pi}{4} \right\}\), where \(\eta\) is an arbitrary positive number. If \(|\theta| \leq \frac{\pi}{4}\), taking into account (0.53), we obtain the estimate

\[
|\Omega_\eta(re^{i\theta})| \leq C_6 \exp \left\{ C_6 r^{3/2} - 7C_1 \sec \frac{3\pi}{16} r^{3/4} \cos \frac{3\theta}{4} - \eta r^{5/3} \cos \frac{5\theta}{3} \right\}
\]

\[
\leq C_6 \exp \left\{ C_6 r^{3/2} - 7C_1 r^{3/4} - \eta r^{5/3} \cos \frac{5\pi}{12} \right\}.
\]
Hence \( \Omega_\eta(re^{i\theta}) \to 0 \) for \( r \to \infty \), \( |\theta| \leq \frac{\pi}{2} \). The function \( \Omega_\eta(\zeta) \) is analytic in the region \( W \) and is continuous in \( \overline{W} \). Now we estimate \( |\Omega_\eta(\zeta)| \) on the boundary of \( W \) using (0.46). We get

\[
|\Omega_\eta \left( r e^{\pm i \frac{\pi}{4}} \right) | \leq e^{C_1} \exp \left\{ 7C_1 r^{3/4} - 7C_1 r^{3/4} - \eta r^{5/3} \cos \frac{5\pi}{12} \right\} \leq e^{C_1}.
\]

Hence, by the principle of the maximum modulus, the inequality

\[
|\Omega_\eta(\zeta)| \leq e^{C_1}
\]

holds in \( W \). Letting \( \eta \) tend to 0 in this inequality, we get that the inequalities

\[
|\Omega(\zeta)e^{-7C_1 \zeta^{3/4} \sec \frac{\pi}{16}}| \leq e^{C_1}
\]

and

\[
|\Omega(\zeta)| \leq \exp \left\{ C_1 + 7C_1 |\zeta|^{3/4} \sec \frac{3\pi}{16} \right\}
\]

hold in \( W \). The inequality (0.46) implies that the inequality

\[
\ln |\Omega(\zeta)| \leq 7C_1 |\zeta|^{3/4} + C_1
\]

holds for \( \frac{\pi}{4} \leq \arg \zeta \leq \frac{7\pi}{4} \). Thus, the estimate (0.54) holds for \( |\zeta| < \infty \). Since the order of the entire function \( \Omega(\zeta) \) does not exceed \( 3/4 \), \( \Omega(\zeta) \neq 0 \) for \( \zeta \geq 0 \), and \( \Omega(0) = 1 \), we have

\[
\Omega(\zeta) = \prod_{n=1}^{\infty} \left( 1 - \frac{\zeta}{\zeta_n} \right), \text{ } \zeta_n \to \infty, \text{ } 0 < \arg \zeta_n < 2\pi.
\]

Since the equality \( \Phi(\zeta) = F(\zeta)\Omega(\zeta) \) holds in \( D \), zeros of the function \( \Phi(\zeta) \) in \( D \) coincide with zeros of \( \Omega(\zeta) \), and \( n(r,0,\Omega) = n_2(r) \). Therefore (cf. (0.31))

\[
(A.26') \quad \ln M(r,\Omega) \leq r \int_0^\infty \frac{n_2(t)dt}{t(t+r)}.
\]

By (0.39), (A.11'), (A.26'), (0.38), we have that

\[
\ln |\Phi(-r)| \leq \ln |F(-r)| + \ln M(r,\Omega)
\]

\[
\leq \text{Re} \left\{ -\frac{r}{2\pi i} \int_0^\infty \frac{\ln G(t)}{t(t+r)} dt \right\} + r \int_0^\infty \frac{n_2(t)dt}{t(t+r)}
\]

\[
= -r \int_0^\infty \frac{1}{2\pi} \arg G(t) - n_2(t) \frac{dt}{t} \frac{t}{t+r} = r \int_0^\infty \frac{dT_2(t)}{t(t+r)}
\]

\[
= r \int_0^\infty T_2(t) \frac{dt}{(t+r)^2} = \int_0^\infty T_2(\tau r) \frac{d\tau}{(\tau+1)^2}.
\]

Taking into account (0.33) and (0.34) it is easy to get that

\[
T_2(r) = (2\rho - \varepsilon)T_1(r^\sigma) < 2\rho T(r^\sigma,f).
\]

Then (0.55) implies that

\[
\ln |f(r^\sigma)| \leq 2\rho \int_0^\infty T_2(\tau^\sigma) \frac{d\tau}{(\tau+1)^2},
\]

whence

\[
(0.56) \quad \ln |f(r)| \leq 2\rho \int_0^\infty T(\tau^\sigma) \frac{d\tau}{(\tau+1)^2} = \frac{2\rho}{\sigma} \int_0^\infty T(tr,f) \frac{t^{1/\sigma}}{(t^{1/\sigma}+1)^2} dt.
\]
Since the function \(x(x + 1)^{-2}\) increases on \([0, 1]\) and decreases on \([1, \infty)\), we have
\[
\frac{t^{1/\sigma}}{(t^{1/\sigma} + 1)^2} \leq \frac{t^{1/\sigma_0}}{(t^{1/\sigma_0} + 1)^2}, \quad 0 < \sigma < \sigma_0 = \frac{1}{2\rho - \varepsilon_0}.
\]
Therefore (0.56) implies that
\[
(0.57) \quad \ln |f(r)| \leq (2\rho)^2 \int_0^\infty T(tr, f) \frac{t^{1/\sigma_0}}{(t^{1/\sigma_0} + 1)^2} \frac{dt}{t}.
\]
Applying this inequality to the function \(f(ze^{i\theta})\), \(0 \leq \theta < 2\pi\) we get that \(\ln |f(r)|\) in the left-hand side of the inequality (0.57) can be replaced by \(\ln |f(re^{i\theta})|\) (we cannot do the same for the inequality (0.56) since \(\sigma\) unlike \(\sigma_0\) depends on \(\theta\)). Therefore
\[
\ln M(r, f) \leq (2\rho)^2 \int_0^\infty T(tr, f) \frac{t^{1/\sigma_0}}{(t^{1/\sigma_0} + 1)^2} \frac{dt}{t}.
\]
In the same way as we obtained (0.32) from (0.31), we find that for an arbitrary small \(\varepsilon_1\) the inequality
\[
\Delta M \leq (\Delta T + \varepsilon_1)(2\rho)^2 \int_0^\infty t^{\sigma_0 - 1} \frac{t^{1/\sigma_0}}{(t^{1/\sigma_0} + 1)^2} \frac{dt}{t} = (\Delta T + \varepsilon_1)(2\rho)^2 \sigma_0 \frac{\pi \sigma_0 \rho}{\sin \pi \sigma_0 \rho},
\]
holds. Letting \(\varepsilon_1\) and \(\varepsilon_0\) tend to 0 in the right-hand side of this inequality, we get (0.30). This completes our proof of Theorem 0.4.

Theorem 0.4 immediately implies

**Corollary.** Let \(f(z)\) be an entire function of order \(\rho\), \(0 \leq \rho \leq \infty\). Then
\[
(0.58) \quad \limsup_{r \to \infty} \frac{T(r, f)}{\ln M(r, f)} \geq \frac{\sin \pi \rho}{\pi \rho} \quad \text{if} \quad 0 \leq \rho \leq \frac{1}{2},
\]
\[
(0.59) \quad \limsup_{r \to \infty} \frac{T(r, f)}{\ln M(r, f)} \geq \frac{1}{\pi \rho} \quad \text{if} \quad \rho > \frac{1}{2}.
\]
In fact, if \(\rho = \infty\), the statement of the corollary is trivial. If \(\rho < \infty\), then let \(\rho(r)\) be a proximate order, such that
\[
\limsup_{r \to \infty} \frac{\ln M(r, f)}{r^{\rho(r)}} = 1.
\]
Then
\[
\limsup_{r \to \infty} \frac{T(r, f)}{\ln M(r, f)} \geq \limsup_{r \to \infty} \frac{T(r, f)}{r^{\rho(r)}},
\]
and (0.58) and (0.59) follow from (0.29) and (0.30), respectively.

The fact that the estimates (0.58) and (0.59) are sharp follows from the same examples which were used to show that the estimates (0.29) and (0.30) are sharp. If \(\rho = \infty\), we can use the function \(f(z) = \exp(e^z)\), for which \(T(r, f) = o(\ln M(r, f)) = o(e^r)\) as \(r \to \infty\) (see (6.4) from Chapter 4).

The inequality (0.58) was first proved by G. Valiron [Val30] and A. Wahlund [Wah29]. The inequality (0.59) was conjectured by R.E.A.C. Paley [Pal32] and proved only 35 years later by N.V. Govorov [Gov69]. V.P. Petrenko [Pet69] proved that the inequalities (0.58) and (0.59) remain true for meromorphic functions even...
if we replace the order $\rho$ by the lower order $\lambda$. The fact that it is possible to replace $\rho$ by $\lambda$ in (0.58) for entire functions and for $\lambda \leq 1/2$ was proved in Section 3 of Chapter 5 (see the inequality (3.30)).
Notes

Chapter 1

Theorem 2.1 was apparently first proved by F. Nevanlinna and R. Nevanlinna [NN22]. Formula (2.2) was first obtained by R. Nevanlinna [NevR24] who named it the Poisson–Jensen formula, since it is an immediate generalization of the classical formulas due to Poisson and Jensen [Jen99] (Theorem 2.5). Formula (2.4) was obtained in the same paper of R. Nevanlinna, it is often called the Schwarz–Jensen formula. Formula (2.3) was also discovered by R. Nevanlinna [NevR25b]. Important generalization of the formulas (2.2), (2.4), and (2.8) were found by M.M. Dzhrbashyan [Dzh66, Chapter IX]. Theorems equivalent to Theorem 2.6 were independently proved by T. Shimizu [Shi29] and L. Ahlfors [Ahl29].

Theorem 3.1 was first proved by F. Nevanlinna [NevF22a] (see also, [NevF22b]), and somewhat later by T. Carleman [Carl23]. Following the existing tradition we use the name “Carleman formula” for (3.1). Theorem 3.4 was proved by B.Ya. Levin [Lev41], and later independently by M. Tsuji [Tsu50].

Theorem 4.1 is due to R. Nevanlinna [NevR25a]. Theorems 4.2 and 4.4 were obtained by T. Shimizu [Shi29] and L. Ahlfors [Ahl29]. Formulas (4.8) and (4.13) were obtained by H. Cartan [Cart29b], [Cart29a], [Cart33].

Theorems 5.1 and 5.2 were proved by R. Nevanlinna [NevR25b]. Theorem 5.3 was proved by M. Tsuji [Tsu50].

Relations (6.1)–(6.15) are well known. Inequalities (6.16)–(6.18) were proved by S. Hellerstein and L. Rubel [HR64]. G. Valiron [Val31] proved the following theorem containing Theorem 6.2 and the equality (6.29).

Let $R(u,v)$ be a rational function of $u$ and $v$, of degree $d$ in $v$. If $f(z)$ is a meromorphic function, then $T(r,R(z,f(z))) = dT(r,f) + O(ln r)$. Theorem 6.4 is due to R. Nevanlinna [NevR29], [NevR74, Ch. X, sect. 214].

Theorems 7.1 and 7.2 were proved by R. Nevanlinna [NevR29, pp. 24–27]. Theorem 7.3 was proved by A. Edrei and W.H.J. Fuchs [EF62a].

Chapter 2

Section 1 contains well-known facts presented in many texts. In using the term “growth category” we follow B.Ya. Levin [Lev80]. The term “magnitude of type” is not standard and apparently is introduced for the first time here. Usually they call the number $\sigma[\alpha]$ simply the “type”. We find this inconvenient. We note also that the well-known Cauchy-Hadamard formulas allow to determine the order and the type of the function $\ln M(r,f)$ in terms of Taylor coefficients of an entire function $f(z)$ (see, for example, B.Ya. Levin [Lev80, Chapter I, §2]). Sometimes Picard exceptional values are defined as values which are never taken by a function $f(z)$
and Borel exceptional values are defined as values for which the order of \( n(r, a) \) is less than the order of the function.

Various comparison functions for building the scale of growth, different from the function \( \exp(r^\rho) \) were introduced at the beginning of the 20th century by E. Lindelöf, P. Boutroux, O. Blumenthal, G. Valiron, and others. G. Valiron in [Val23] calls the proximate order, defined as in our Section 2 a *proximate order of Lindelöf* (although Lindelöf considered much more narrow class of comparison functions), and he calls the function \( l(r) \) which we introduce in Section 5 a *proximate order of Boutroux*. Today the definition of a proximate order, as we introduce it in Section 2, is standard, and the results proved in Section 2 are well known (see, for example, [Lev80]). Theorem 2.1 is due to G. Valiron [Val23] (in a bit weaker form it was proved already in [Val14, p. 213]), who, however, did not consider a lower proximate order. The presented proof of Theorem 2.1 is mostly due to S.M. Shah [Sha46b], he also introduced [Sha48] a lower proximate order. In the definition of a slowly varying function one can omit the condition of the uniform convergence of \( L(kr)/L(r) \) to 1. In fact, J. Karamata [Kar30] proved that if \( \lim_{r \to \infty} L(kr)/L(r) = 1 \) for all \( k, 0 < k < \infty \), then the convergence of \( L(kr)/L(r) \) to 1 is uniform in \( k \) for \( 0 < a \leq k \leq b < \infty \). See, also, J. Korevaar, T. Aardenne-Ehrenfest and N.G. de Bruijn [KAB49].

Theorems 3.2 and 3.3 in this generality are apparently published here for the first time, although some of their corollaries, for example, the inequality (3.6) are well known (see, for example, B.Ya. Levin [Lev80]). Theorem 3.4 is due to E. Borel [Bor97] and is contained in all standard courses of the theory of entire functions.

Theorem 4.1 was proved by J. Hadamard [Had93] for entire functions. Theorem 4.2, essentially, goes back to E. Borel [Bor00], who however did not use proximate orders. The corollary of Theorem 4.2 was proved by R. Nevanlinna [NevR29] in a different way.

Theorem 4.4 was proved by E. Lindelöf [Lin05] for entire functions without using proximate orders. The generalization of the Lindelöf theorem consisting in the usage of proximate orders apparently was first done by B.Ya. Levin [Lev80, Chapter I, §13]. The Lindelöf theorem was carried over to meromorphic functions by G. Valiron [Val33]. Our proofs of Theorems 4.3, 4.4, and 4.5 are close to the presentation of S.M. Shah [Sha60]. Theorem 4.6 was proved by G. Valiron [Val50], our proof is different from the original one, although it uses the same idea.

The asymptotics of functions (5.1) was found by G. Valiron [Val14], however in some particular cases, for example, when \( n(r, 0) \sim \Delta r^\rho (\ln r)^\alpha \), it was known already to E. Lindelöf [Lin02]. Our presentation is different from Valiron’s method. Stronger results than those presented here are known in the case when \( l(r) = \rho(r) \) is a proximate order (B.Ya. Levin [Lev80]). Examples 1, 2 and 1’ are due to A.A. Goldberg [Gol63]. The asymptotics of the functions considered in 2a in the case \( n(r, 0) \sim \Delta r^\rho (\ln r)^\alpha \), \( \rho > 0 \) was studied already by E. Lindelöf [Lin02]. For an arbitrary proximate order \( \rho(r) \) the results from Section 5, 2a follow from more general results of A.A. Goldberg [Gol64a]. The function \( E_{\rho}(z) \) (5.31) was introduced (including the case of complex \( \rho \)) by G. Mittag-Leffler [Mit05], estimates (5.40), (5.43) are due to him. Asymptotic properties of functions \( E_{\rho}(z) \) have been studied in detail, including the case of imaginary values of the parameter \( \rho \). A series of papers by different authors devoted to this function was published in Acta
Mathematica, 29 (1905); from recent works we would like to mention the work of M.M. Dzhrbashyan (see [Dzh66]) and a paper by M.N. Sheremeta [She69].

Chapter 3

The main in Section 1 Theorem 1.3 (the lemma on the logarithmic derivative) was first proved by R. Nevanlinna [NevR25a], [NevR29]. Theorem 1.1, giving the sharpest known estimate of \(m(r, f'/f)\), and the inequality (1.17) following from it, are due to Vu Ngoan and I.V. Ostrovskii [NO65]. Theorem 1.2 was proved by R. Nevanlinna [NevR31], who generalized an earlier result (Exercise 1) of E. Borel [Bor97].

Theorem 1.3 (the lemma on the logarithmic derivative) was first proved by R. Nevanlinna [NevR25a], [NevR29]. Theorem 1.1, giving the sharpest known estimate of \(m(r, f'/f)\), and the inequality (1.17) following from it, are due to Vu Ngoan and I.V. Ostrovskii [NO65]. Theorem 1.2 was proved by R. Nevanlinna [NevR31], who generalized an earlier result (Exercise 1) of E. Borel [Bor97].

Theorem 2.1 - the second fundamental theorem - was proved by R. Nevanlinna [NevR25a], [NevR29]. We would like to mention that, as it was discovered later, there are proofs of the second fundamental theorem which do not use the lemma on the logarithmic derivative. We refer only to proofs due to L. Ahlfors, which can be found in M.A. Evgrafov [Evg68], Chapter X, §6, R. Nevanlinna [NevR74], Chapter XIII, L. Ahlfors [Ahl35], S. Stoilow [Sto62, Vol. II, Chapter X]. Remark 1 to Theorem 2.1 is due to K. Yosida [Yos34].

Theorem 2.4 is due to H. Milloux [Mil40], [Mil47]. We present the proof given by K.-L. Hiong [Hio55]. He also proved Theorem 2.5 (K.-L. Hiong [Hio56]). Theorems 2.6 and 2.7 are due to W.K. Hayman [Hay59], [Hay64], §3.3.

Theorem 2.1 corresponds to the case \(h(r) = \pi r^2\). Example 1 from Section 2 is due to G. Valiron [Val19] (in our presentation we have changed some details). D. Drasin and D.F. Shea [DS69] constructed a similar example of an entire function \(f(z)\) with \(T(r, f) = O(\psi(r) \ln^2 r)\), where \(\psi(r) \rightarrow \infty\) is an arbitrary preassigned function. On the other hand, if an entire function \(f(z)\) satisfies \(T(r, f) = O(\psi(r) \ln^2 r)\), then \(E_V(f) \setminus \{\infty\} = \emptyset\) (G. Valiron [Val14]).

For \(0 < \rho < \infty\) examples of meromorphic functions without deficient values were found by S.K. Singh [Sin61] (the idea of his construction can be easily extended to the cases \(\rho = 0\) and \(\rho = \infty\)). Our construction uses a different idea.
Examples of meromorphic functions of order $\rho > 0$ with preassigned at most countable set of deficient values were first constructed by A.A. Goldberg [Gol54a], [Gol59a]. W.K. Hayman [Hay64, §4.3] using A.A. Goldberg’s idea, significantly simplified the construction. Our presentation in §4 is close to the presentation of W.K. Hayman, here we used also some of his observations made during our meeting in 1965. Lemma 4.1 (with a slightly different statement) was proved by W.H.J. Fuchs and W.K. Hayman [FH62] (see, also, [Hay64, §4.1.3]).

In our presentation of N.U. Arakelyan’s example we, in addition to his paper [Ara66] used notes of his lectures at the Kharkov university in April 1967. Theorems 5.2 and 5.3 are special cases of certain results of M.V. Keldysh presented in S.N. Mergelyan’s papers [Mer52], [Mer53].

Example 1 from Section 6 is due to D. Dugué [Dug47], Example 6 from Section 6 is due to W.K. Hayman [Hay53]. Result which we obtained as a corollary of Theorem 6.5 was first obtained (but under somewhat stronger restriction $\rho - \lambda < 1$) by G. Valiron [Val47]. The remaining results of Section 6 are due to A.A. Goldberg (see §2 of the paper P.P. Belinskii and A.A. Goldberg [BG54]). Originally one of the essential steps of the construction of Example 2 was based on P.P. Belinskii’s theorem on univalent conformal mappings (see §1 of [BG54]), but later B.Ya. Levin pointed out that it is possible to construct such an example using the same idea, but not the theorem of P.P. Belinskii. This construction was carried out by A.A. Goldberg [Gol60b]. In Section 6 these results are presented in more detail than in the paper, some of them are published for the first time.

W.K. Hayman [Hay52] considered more general functions than in Example 6. His purpose was to establish the possibility of realization of (6.61) and to get more precise statements about the speed of convergence to $-\infty$ in (6.61).

Chapter 5

To Section 1. The notion of an asymptotic spot is essentially present already in the work of P. Boutroux [Bou08]. The term “asymptotic spot” was introduced by M. Heins [Hei57]. Another term used for the same notion is “asymptotic tract” (see, for example, G.R. MacLane [Mac63]). Theorem 1.1 is due to F. Iversen [Ive14] (see, also [NevR74, n°239]). Lemma 6.1 is due to E. Phragmén and E. Lindelöf (see, for example, B.Ya. Levin [Lev80, Chapter 1, §14]).

Theorem 1.2 is a weakened version of L. Ahlfors’s theorem [Ahl32a] (see, also, R. Nevanlinna [NevR74, n°258]). In our proof we use the method due to T. Carleman [Car133] (see, also, A. Dinges [Din36]).

Theorem 1.3 was proved by A. Wiman [Wim05] under the assumption that $\rho < \frac{1}{2}$, we state this theorem in the form in which it was first stated in M. Heins [Hei48]. Corollary 1 of Theorem 1.3 was first found by A. Edrei and W.H.J. Fuchs [EF56]. Corollary 3 (in which the order $\rho$ appears instead of the lower order $\lambda$) was proved by J.E. Littlewood [Lit08]. W.K. Hayman [Hay52] proved that the quantity

$$C(\rho) = \inf \limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)},$$

where the infimum is taken over all entire functions of order $\rho$, satisfies the inequality

$$-K_1 (\ln \rho + 1) \leq C(\rho) \leq -K_2 (\ln \rho + 1), \quad \rho \geq 1,$$

where $0 < K_2 < K_1 < \infty$ are absolute constants.
Theorem 1.3 was proved by K. Arima [Ari52], V.P. Petrenko [Pet67] proved that if \( f(z) \) is a meromorphic function of finite lower order \( \lambda \), and \( l \) is a number satisfying the conditions
\[
0 \leq l \leq 2\pi, \quad l < K\lambda^{-\frac{1}{2}} \frac{\lambda(a,f)}{\ln \delta(a,f)},
\]
where \( K \) is an absolute constant, then there exists a sequence of arcs \( \{ |z| = r_k, \theta_k \leq \arg z \leq \theta_k + l \} \), \( r_k \to \infty \), on which \( f(z) \) tends to \( a \) uniformly in \( \arg z \).

Theorem 1.4 was conjectured by A. Denjoy [Den07], who proved it under the additional assumption that \( C_j \) are rays going out of \( z = 0 \). T. Carleman [Carl21] proved Theorem 1.4 with a weaker estimate than (1.1). Theorem 1.4 in its full extent was first proved by L. Ahlfors [Ahl30]. Proving E. Lindel"of’s Lemma 1.2 we used the presentations in G. Valiron [Val23, Chapter V, §4] and in N.G. Chebotarev and N.N. Me˘ıman [CM49, Chapter II, §7].

To Section 2. The first example of an entire function (of order \( \rho = \infty \)) with deficient nonasymptotic value was constructed by W.K. Hayman [Hay53]; later A.A. Goldberg [Gol57b] constructed an analogous example in the case when \( 1 < \rho < \infty \), and, finally, N.U. Arakelyan [Ara66] in the case when \( 1/2 < \rho < \infty \).

J.M. Anderson and J. Clunie [AC66] proved that if a meromorphic function \( f(z) \) satisfies \( T(r,f) = O(\ln^2 r) \), then each deficient value of \( f(z) \) should be asymptotic (by Theorem 4.6 the function \( f(z) \) has at most one deficient value).

Example 1 is due to O. Teichmüller [Tei39]. He considered the case \( \rho = 1/2 \) only, but his construction can be easily carried over to the case \( 0 < \rho < \infty \). Example 2 was constructed by A.A. Goldberg [Gol66]. Using the idea of Example 2 it is possible to construct an analogous example of a meromorphic function of the first order and of the maximal type (F.A. Baraket and A.A. Goldberg [BG69]). Such examples are not known for lower growth categories. The statement of Lemma 2.1 was first published in A. Wiman [Wim15]. Today much more general results are known (B.Ya. Levin [Lev80, Chapter II]).

Theorem 2.1 is well known, however, we did not succeed to find out the corresponding reference. In any case, all estimates needed for its prove were known to E. Borel [Bor00].

Examples 3 and 4 are published here for the first time. The observation that there are Borel exceptional values which are not deficient is due to G. Valiron [Val33]. Example 5 is due to A.A. Goldberg [Gol67].

In examples of meromorphic functions of order \( \rho > 0 \) constructed in Section 3 of Chapter 4, each deficient value was asymptotic, in particular, these functions can have a countable set of asymptotic values. G. Valiron [Val25] proved that for each function \( \psi(r) \to \infty \) as \( r \to \infty \) there exists a meromorphic function \( f(z) \) such that \( T(r,f) < \psi(r) \ln^2 r, r > r_0 \), and the set of asymptotic values of \( f(z) \) has the cardinality of continuum. As was shown by G. Valiron [Val35b], if \( T(r,f) = O(\ln^2 r) \), then \( f(z) \) cannot have more than one asymptotic value. Y. Tumura [Tum43a] showed that the last condition can be replaced by the condition
\[
\liminf_{r \to \infty} T(r,f)/\ln^2 r < \infty.
\]
If we do not impose any restrictions onto \( T(r,f) \), the structure of the set of asymptotic values is known. Namely, M. Heins [Hei53], [Hei55] proved that if a set \( M, \infty \in M \) is analytic (Suslin), then it is a set of asymptotic values of an entire function; the necessity of this condition was proved earlier by S. Mazurkiewicz
For meromorphic functions a result, similar to Heins’s was proved earlier by D.B. Potyagailo [Pot51], but his result was not published. We do not have an opportunity to present here these interesting results.

To Section 3. Theorem 3.1 sums up works of several authors. First O. Teichmüller [Tei39] proved that under the condition \( \delta(\infty, f) > 1 - \cos \pi \rho \), where \( \rho < 1/2 \) is the order of the function \( f(z) \), the equality \( \limsup_{r \to \infty} |f(re^{i\theta})| = \infty \) holds for all \( \theta, 0 \leq \theta < 2\pi \), and proved the statement of Theorem 3.1 under a stronger assumption \( \delta(\infty, f) > 1 - \cos \pi \frac{1}{1 - \varepsilon \cos \pi \rho} \), where \( \varepsilon \geq 0 \) is an absolute constant. Under the condition \( \delta(\infty, f) > 1 - \cos \pi \rho \) the statement of Theorem 3.1 was proved by A.A. Goldberg [Gol54a], [Gol56].

The mentioned works of O. Teichmüller and A.A. Goldberg relied on the Hadamard theorem on canonical representation of meromorphic functions of finite order. The Hadamard theorem is inapplicable in the study of functions of finite lower order. A generalization of the results to the case of functions of finite lower order became possible due to the idea of B. Kjellberg [Kje60], which can be described in the following way: a function of finite lower order for some sequence \( R = R_k \to \infty \) can be represented as a product of two factors, one of which is a quotient of two canonical products, and the second is very close to one in the disc \( \{ |z| \leq R_k \} \). A precise statement, somewhat more general than the one due to B. Kjellberg, is contained in Lemma 3.1, which was essentially proved already in the paper by F. Nevanlinna [NevF23] (see, also, R. Nevanlinna [NevR74, Ch. VIII, sect. 177]).

Theorem 3.1, its corollary, Theorems 3.2, 3.3, and the inequality (3.29) were obtained by A.A. Goldberg and I.V. Ostrovskii (published in I.V. Ostrovskii [Ost63a]). See also, the preceding paper A.A. Goldberg and I.V. Ostrovskii [GO61a], containing a somewhat weaker result. Theorem 3.1 and its corollary were independently obtained by A. Edrei [Edr64]. The statement of the corollary for \( \lambda = 0 \) was obtained significantly earlier by A. Edrei, W.H.J. Fuchs [EF59b].

The inequality \( \limsup_{r \to \infty} \frac{N(r, 0, f)}{\ln M(r, f)} \geq \frac{\sin \pi \rho}{\pi \rho} \) for entire functions of order \( \rho < 1 \) is due to A. Wahlund [Wah29] and G. Valiron [Val30] (a simple proof was shown by G. Valiron [Val35a]).

Theorem 3.4 is due to B. Kjellberg [Kje60] (see, also, B. Kjellberg [Kje63], where its refinement is presented). It is a generalization of the classical theorem proved independently by A. Wiman [Wim15] and G. Valiron [Val14]: each entire function \( f(z) \) of order \( \rho < 1 \) satisfies

\[
\limsup_{r \to \infty} \frac{\ln \mu(r, f)}{\ln M(r, f)} \geq \cos \pi \rho.
\]

Different problems related to the Wiman–Valiron theorem are treated in many papers. A survey of these papers is given in A.A. Goldberg and I.V. Ostrovskii [GO61b].

The main idea of the method used in the proofs of Theorems 3.2–3.4 is due to A. Denjoy [Den30]. This method was later developed in G. Valiron [Val35a], B. Kjellberg [Kje54], [Kje60], A.A. Goldberg and I.V. Ostrovskii [GO61a]. The last paper contains a general formulation of the method, using it one can immediately get Theorems 3.2, 3.3, and several other relations. We decided not to give here this general formulation because of its complexity.
The construction of the examples showing how sharp are Theorems 3.2–3.4 in the case \( \lambda = \rho \) is due to A. Edrei and W.H.J. Fuchs [EF60], and of the example showing how sharp is Theorem 3.1 is due to O. Teichmüller [Tei39]. These authors considered functions with positive zeros and \( n(r, 0) \sim \alpha r^{\rho} \) instead of the functions \( f(z, \alpha) \).

To Section 4. The estimate (4.1) with \( d(\rho) = |\sin \pi \rho|/C_{1}(|\rho|) \) was obtained by R. Nevanlinna [NevR29] and later sharpened by S.M. Shah [Sha44] and A.A. Goldberg [Gol57a]. The parameter \( \kappa(f) \) was introduced by R. Nevanlinna [NevR29], who conjectured that the best estimate of this parameter from below in terms of \( \rho \) is \( \kappa(f) \geq \nu_{1}(\rho) \).

The estimate (4.4) confirming R. Nevanlinna’s conjecture for \( \rho < 1 \) and close to the best possible for \( \rho > 1 \) is due to A. Edrei and W.H.J. Fuchs [EF59a], [EF60]. The estimate (4.3) is due to I.V. Ostrovskii [Ost63b]; close but somewhat weaker estimate was obtained independently by A. Edrei [Edr64]. The method consists in extension of the method of works A. Edrei and W.H.J. Fuchs [EF59a], [EF60] with the help of the idea of B. Kjellberg mentioned in our notes to Section 3.

Lemmas 4.2 and 4.5 are due to A. Edrei and W.H.J. Fuchs [EF59a], [EF60]. Lemma 4.4 is due to A.A. Goldberg [Gol54a], [Gol56], who also found its generalizations [Gol57c]. The presented proof of Lemma 4.4 is taken from A. Edrei [Edr64]. Lemma 4.6, part B is an analogue of G. Pólya’s theorem on sequences (G. Pólya, G. Szegö [PS98, Vol. 1, Ch. 3, probl. 107-110], it was obtained in a more general form by S.M. Shah [Sha40], [Sha41]. Lemma 4.6, part A is due to I.V. Ostrovskii [Ost63b].

A version of Theorem 4.4 with the lower order \( \lambda \) replaced by the order \( \rho \) is due to A. Edrei and W.H.J. Fuchs [EF60]. Theorem 4.4 was proved independently by A. Edrei [Edr62] and I.V. Ostrovskii [Ost63a]. The method is an extension of the method from A. Edrei and W.H.J. Fuchs [EF60].

To Section 5. Examples similar to Examples 1–5 can be constructed in a uniform manner using a result from S.M. Shah [Sha46a]. In this paper entire functions \( f(z) = \sum_{k=0}^{\infty} a_k z^k \), such that the sequence \( |a_k/a_{k+1}| \) is non-decreasing, are considered, and the formulas

\[
\rho[f] = \limsup_{k \to \infty} \frac{\ln k}{\ln |a_k/a_{k+1}|}, \quad \lambda[f] = \liminf_{k \to \infty} \frac{\ln k}{\ln |a_k/a_{k+1}|}
\]

are obtained.

Theorem 5.2 with less sharp estimate than (5.5) was in a different way obtained by A. Edrei and W.H.J. Fuchs [EF59b]. Our presentation follows I.V. Ostrovskii [Ost63b]. The corollary of Theorem 5.2 and Theorem 5.3 with somewhat less sharp estimates were obtained by A. Edrei and W.H.J. Fuchs [EF59b], they also proved Lemma 5.1. Much earlier A. Pfluger [Pfl46] established that for an entire function \( f(z) \) of finite order \( \rho \) with \( \sum_{a \neq \infty} \delta(a, f) = 1 \) the number \( \rho \) is a positive integer, and all deficiencies are of the form \( k/\rho \), where \( k \) is an integer; thus the number of finite deficient values in this case does not exceed \( \rho \). A. Edrei and W.H.J. Fuchs [EF59a] complemented this result of A. Pfluger by showing that all deficient values are asymptotic. They established an analogous result for “almost all” deficient values of meromorphic functions satisfying the condition (5.7) with sufficiently small value of \( \gamma \).
Example 8 is a representative of a wide class of similar examples considered by F. Nevanlinna [NevF29]. F. Nevanlinna [NevF29] conjectured that if a meromorphic function $f(z)$ satisfies $\sum_{a} \delta(a, f) = 2$, then $\rho[f] = q/2$, where $q$ is a positive integer. This conjecture is still unproved.

Example 9 was constructed by A.A. Goldberg [Gol64b], however his construction of the auxiliary function $g(z)$ is different. Presented construction of the function $g(z)$ is due to B.Ya. Levin and I.V. Ostrovskii.

To Section 6. The relation $m(r, f) = O(1)$ for functions of the form (6.1) was proved by M.V. Keldysh [Kel54]. Theorem 6.1 representing a strengthening of this result was obtained by I.V. Ostrovskii (published in A.A. Goldberg [Gol60b]). Lemma 6.1, making possible the sharpening of the method of M.V. Keldysh, is due to V.I. Smirnov [Smi28].

Theorem 6.2 is due to M.V. Keldysh [Kel54], the relation (6.4) makes it possible to simplify the original proof.

Theorem 6.3 is due to I.V. Ostrovskii [Ost61].

Chapter 6

To Section 1. Functions with $(\rho, \eta)$-separated zeros and poles were introduced by A.A. Goldberg [Gol60a], he also proved ([Gol60a], [Gol61]) Theorems 1.1, 1.2, 1.4, the corollaries of Theorem 1.1, constructed Examples 1 and 3. All other results of this section are due to A. Edrei and W.H.J. Fuchs, S. Hellerstein [EFH61]. In the case when $f(z)$ is an entire function, Corollary 3 of Theorem 1.5 was proved by A. Edrei and W.H.J. Fuchs [EF59b]. The same paper contains the first proof of Corollary 1 under the a priori assumption $\rho[f] < \infty$.

The papers A. Edrei, W.H.J. Fuchs and S. Hellerstein [EFH61] and [Hel63] contain results showing that under certain condition of arithmetic character imposed onto arguments of zeros and poles of a meromorphic function $f(z)$ for which $\rho[N(r, 0, \infty)]$ is finite but sufficiently large, the inequalities $\delta(0, f) > 0$, $\delta(\infty, f) > 0$ hold.

To Section 2. The first results on connections between the growth of a meromorphic function and the distribution of its values with respect to the arguments are due to L. Bieberbach [Bie19] and R. Nevanlinna [NevR25b].

The paper of L. Bieberbach [Bie19] contains in implicit form the following statement. Let $f(z)$ be an entire function of finite order such that all of its $a$- and $b$-points ($a \neq b$; $a, b \neq \infty$) belong to the system of rays $D = D(\alpha_1, \ldots, \alpha_n)$. Then the growth of the function $f(z)$ is does not exceed the normal type of order $\omega(D)$. R. Nevanlinna [NevR25b] showed that this estimate is valid also in the case when $a$- and $b$-points satisfy the condition

$$\sum_{j=1}^{n} \left\{ C_{\alpha_j, \alpha_{j+1}}(r, a) + C_{\alpha_j, \alpha_{j+1}}(r, b) \right\} = O(1).$$
Besides, R. Nevanlinna [NevR25b] proved that this growth estimate holds for a meromorphic function $f(z)$ of finite order, if
\[ \sum_{j=1}^{n} \{ C_{\alpha_j,\alpha_{j+1}}(r,a) + C_{\alpha_j,\alpha_{j+1}}(r,b) + C_{\alpha_j,\alpha_{j+1}}(r,c) \} = O(1) \]

($a$, $b$, and $c$ are three different points from the extended complex plane) and the growth categories of at least two of the functions $N(r,a)$, $N(r,b)$, $N(r,c)$ do not exceed the convergence class of order $\omega(D)$.

Note that these results are contained in Corollary 3 from Theorem 2.1 and in Theorem 2.4.

In the cited above results of L. Bieberbach and R. Nevanlinna finiteness of the order of $f(z)$ is an a priori assumption. M.G. Krein [Kre47] considered entire functions $f(z)$ with zeros close to the real line, such that $1/f(z)$ can be represented in the form $(2.29)$, and found growth estimates without an a priori assumption of finiteness of the order. We stated the result of M.G. Krein as Corollary 2 of Theorem 2.10. Theorems 2.9 and 2.10 can be considered as generalizations of this result.

A. Edrei [Edr55] proved the following theorem. Let $D = D(\alpha_1,\ldots,\alpha_n)$ be a system of rays, $f(z)$ be a meromorphic function, such that for some $a \neq 0, \infty$ and some integer $l \geq 0$ all solutions of the equations
\[(K.1) \quad f(z) = 0, \quad f(z) = \infty, \quad f^{(l)}(z) = a \]
except, possibly, finitely many of them lie on the rays of the system $D$. If $\delta(0, f) + \delta(\infty, f) + \delta(a, f^{(l)}) > 0$, then the order of the function $f(z)$ does not exceed $\omega(D)$.

In the case when $\delta(a, f^{(l)}) > 0$, this theorem of A. Edrei is contained in the corollary of Theorem 2.5; the growth estimate in the Edrei theorem is less precise, and the argument constraints are more restrictive. It is essential that in the corollary of Theorem 2.5 the argument restrictions are imposed onto solutions of only two of the equations (K.1). In the case that $\delta(a, f^{(l)}) > 0$, Edrei’s theorem cannot be derived from Theorem 2.5. However, using the method of the proof of Theorem 2.5, it is not difficult to prove (see I.V. Ostrovskii [Ost61]) a generalization of Theorem 2.5, also containing these cases of the Edrei theorem.

All results of the present section, except Theorems 2.7, 2.8, Corollary 2 of Theorem 2.10, and Examples 2 and 4 are due to I.V. Ostrovskii [Ost57], [Ost58], [Ost60a], [Ost61].

Using a method, similar to the method of I.V. Ostrovskii [Ost58], [Ost61], A. Edrei and W.H.J. Fuchs [EF62b] proved the following theorem:

Let
\[ L_j = \{ z = re^{i\alpha_j(r)}, \ r_0 \leq r < \infty \}, \ j = 1,2,\ldots,n, \]
be a system of $n$ rectifiable curves in the plane, where $\alpha_j(r), \ r \geq r_0, \ j = 1,\ldots,n$, are continuous functions, and
\[ \alpha_1(r) < \alpha_2(r) < \cdots < \alpha_n(r) < \alpha_1(r) + 2\pi = \alpha_{n+1}(r), \ r \geq r_0. \]

Suppose that the length $s_j(r_1, r_2)$ of the curve $L_j \cap \{ r_1 \leq |z| \leq r_2 \}$ admits the estimate
\[ s_j(r_1, r_2) \leq B(r_2 - r_1), \]
where $B$ is a constant. If all zeros and poles of the meromorphic function $f(z)$ except, possibly, finitely many lie on the indicated system of curves, and for some
and integer \( l \geq 0 \) the inequality \( \delta(a, f^{(l)}) > 0 \) holds, then the order of the function \( f(z) \) does not exceed
\[
\max_{1 \leq j \leq n} \limsup_{r \to \infty} \frac{9\pi B^2}{\alpha_{j+1}(r) - \alpha_j(r)}.
\]

Theorem 2.7 is a simple corollary of results of R. Nevanlinna [NevR25b] (Theorem 3.1 in Section 3) and W.K. Hayman [Hay56] (the corollary of Theorem 3.2 in Section 3).

Theorem 2.8 somewhat complements the following result due to A. Edrei and W.H.J. Fuchs [EF62a] (some other results of the same character can be found in A. Edrei and W.H.J. Fuchs [EF62b], A. Edrei [Edr62]).

Let \( f(z) \) be a meromorphic function. Suppose that there exists a number \( \delta, 0 \leq \delta < 1 \), and a sequence \( \{r_k\}, r_k \uparrow \infty \), such that the annuli
\[
S_k = \left\{ \frac{r_k}{\sigma_k} \leq |z| \leq \sigma_k r_k \right\}, \quad k = 1, 2, \ldots,
\]
where \( \sigma_k = 1 + \left\{ \ln T(r_k, f) \right\}^{-\delta} \) have the following property: to each \( S_k \) there correspond \( n \geq 1 \) numbers
\[
\alpha_{k_1}, \alpha_{k_2}, \ldots, \alpha_{k_n}; \quad \alpha_{k_1} < \alpha_{k_2} < \ldots \alpha_{k_n} < \alpha_{k_1} + 2\pi
\]
in such a way that the number of zeros and poles of the function \( f(z) \) lying in
\[
S_k \setminus \bigcup_{j=1}^{n} \{ |\arg z - \alpha_{kj}| \leq \left\{ \ln T(\sigma_k r_k, f) \right\}^{-1-\eta} \}
\]
does not exceed
\[
O(T^c(r_k))
\]
\( \eta > \delta, c < 1 \) are constants).

Then the function \( f(z) \) has at most \( n + 1 \) deficient values. If the function \( f(z) \) has \( n + 1 \) deficient values, then 0 and \( \infty \) are among deficient values.

Example 2 is taken from A. Edrei [Edr55] and Example 4 is taken from A. Edrei and W.H.J. Fuchs [EF62a].

To Section 3. Theorem 3.1 is due to R. Nevanlinna [NevR25b]. We prove Theorem 3.2 using the Cartan–Ahlfors method (see R. Nevanlinna [NevR74, Chapter V, §5]), which W.K. Hayman [Hay56] used to prove the result which we state as a corollary of Theorem 3.2. Our presentation follows this paper of W.K. Hayman. Theorem 3.3 is published here for the first time. Theorem 2.3 which is an immediate corollary of Theorem 3.3 originally was obtained (I.V. Ostrovskii [Ost61]) in a different way.

To Section 4. Theorem 4.1 (I.V. Ostrovskii [Ost60b]) is a generalization of L. Bieberbach’s [Bie19] theorem, which we state as Corollary 2 of Theorem 4.1. Example 1 is due to L. Bieberbach [Bie19], Lemma 4.1 is due to O. Teichmüller [Tei39], Example 2 is due to I.V. Ostrovskii [Ost60b].

To Section 5. Theorem 5.2 was obtained by I.V. Ostrovskii [Ost60c]. Theorems 5.3, 5.4, and 5.5 are due to B.Ya. Levin and I.V. Ostrovskii [LO60]. Lemma 5.3 is a classical result due to C. Carathéodory. Theorem 5.3 is a strengthening of the following result of A. Edrei [Edr55]: If an entire function \( f(z) \) is representable in the form \( f(z) = e^{g(z)} h(z) \), where \( g(z) \) is an entire function, \( h(z) \) is an entire function of finite order, and all zeros of the function \( f(z) f'(z) f''(z) \) except, possibly,
finitely many are real, then $\rho[g] \leq 1$. S. Hellerstein [Hel66] found a generalization of Theorem 5.3. An extensive bibliography of works devoted to the question of G. Pólya and A. Wiman can be found in B.Ya. Levin and I.V. Ostrovskii [LO60].

**Chapter 7**

We present Theorem 1.2 following S. Kakutani [Kak35], who stated it in a somewhat more general form and made a small error. Theorem 1.2 is contained in a stronger result of Y. Tumura [Tum43b] and H.L. Selberg [Sel44], [Sel46], who, in particular, proved that under the conditions of Theorem 1.2 the relation $m(r, a) = O(\ln r)$ holds. Under the additional restriction that all algebraic branch points of $P$ are projected to $a$ (each region $F_\nu$ can have at most one branch point), Theorem 1.2 was proved by E.F. Collingwood [Col24] and H. Cartan [Cart30].

In Section 2 we present the necessary preliminaries from the theory of quasiconformal mappings. The theory of quasiconformal mappings is presented in L.I. Volkovyskiı̆ [Vol54] and L. Ahlfors [Ahl66].

Most of the examples is contained (sometimes implicitly) in the monograph L.I. Volkovyskiı̆ [Vol50]. O. Teichmüller [Tei44] considered a class of quasiconformal mappings solving the problem from Example 7, and found a mapping for which $\max |z| \leq R_p(z, w)$ attains its minimum. Comparison with Teichmüller’s result shows that the estimate (2.17) (see L.I. Volkovyskiı̆ [Vol50, p. 110]) approaches the best possible as $x_0 \to 0$.

Theorem 3.1 was obtained by O. Teichmüller ([Tei38], see, also, H. Wittich [Wit68, Chapter VI]) as a corollary of his theorem on moduli of ring domains. H. Wittich [Wit48a] gave another proof of the Teichmüller theorem, using a method of L. Ahlfors [Ahl32b] (Step III of our proof). We present H. Wittich’s proof with significant simplifications. P.P. Belinskiı̆ [Bel53], [Bel54] proved that under the conditions of Theorem 3.1 the limit $\lim_{z \to \infty} w(z)/z$ exists.

The class $F_q$ of Riemann surfaces, as well as the notion of a line complex, were introduced by R. Nevanlinna [NevR32a], [NevR32b]. A detailed theory of line complexes was developed by G. Elfving [Elf34]. Our presentation differs of that of G. Elfving. The dependence of the line complex on the choice of the base curve was studied by E. Drape [Dra36], H. Habsch [Hab52], V.G. Tairova [Tai62], [Tai64]. F. Huckemann [Huc56a] extended the class $F_q$ and the notion of a line complex.

Theorem 4.1 should follow from a more general result of H. Weyl [Wey31], but this result, in author’s own words, is stated in a so inefficient form, that it is not clear how to get any specific corollaries of it.

Our proof, which is close to certain argument of V.G. Tairova [Tai64] allows us to make an important for our purposes remark at the end of the proof. The corollary of Theorem 4.1 was proved, using line complexes, by Le-Van-Thiem [LeV50]. In familiar sources (A. Hurwitz [Hur91], [Hur02], H. Weyl [Wey31], H. Röhrl [Röh63]) we have not found anything indicating that the problem posed in Section 4 before Example 1 is not always solvable. Theorems 4.2 and 4.3 are published here for the first time.

The statement of the inverse value distribution problem is due to R. Nevanlinna (see, for example, [NevR74, Sect. 220]).

---

18This question is now completely solved. See the Editor’s comments at the end of the book.
The hypothesis that the deficiencies of a meromorphic function of a finite order should satisfy some other relations besides \( \sum_a \delta(a, f) \leq 2 \) was stated by O. Teichmüller [Tei39]. W.H.J. Fuchs [Fuc58] proved that for functions of finite order the relation \( \sum_a \sqrt{\delta(a, f)} < \infty \) holds. This result was strengthened by W.K. Hayman [Hay64], who established that for functions of finite lower order and for \( \alpha > 1/3 \) the series \( \sum_a \delta^\alpha(a, f) \) is convergent, and observed that for \( \alpha < 1/3 \) such series can diverge. The behavior of this series for \( \alpha = 1/3 \) has not been studied,\(^\text{19}\) but V.P. Petrenko [Pet67] proved that for \( \beta > 1/3 \) the series \( \sum_a \delta^{1/3}(a, f) \ln^{-\beta} e^{-\delta(a, f)} \) converges. W.H.J. Fuchs [Fuc58] and W.K. Hayman [Hay64] obtained also estimates for the sum of the series \( \sum_a \delta^\alpha(a, f) \) in terms of \( \lambda[f] \); the sharpest estimates are due to V.P. Petrenko [Pet66],[Pet67].

R. Nevanlinna [NevR32b] proved Theorem 5.1 using Riemann surfaces with finitely many logarithmic ends and without any algebraic branch points. To study the value distribution of the uniformizing functions he used some results of the analytic theory of differential equations. Using the same method G. Elfving [Elf34] studied uniformizing functions of surfaces with finitely many logarithmic ends, defined as in our Section 5. L. Ahlfors [Ahl32b] proved the results of R. Nevanlinna [NevR32b] without using differential equations.

Results of Sections 6, 7, 8 are due to A.A. Goldberg [Gol54b] (this paper contains some errors). However various particular cases of these results were known before. A detailed survey of previous results can be found in Chapter VIII of the book H. Wittich [Wit68]. Here we mention the most important papers. The class of Riemann surfaces with periodic ends was introduced by E. Ullrich [Ull36]. H. Wittich [Wit47],[Wit48b] used quasiconformal mappings for the study of the value distribution of the uniformizing functions of such surfaces, and obtained the formulas (7.17), (7.18), (7.19) for surfaces with periodic ends. Note that for surfaces \( \Phi \) with periodic ends it is not necessary to construct a quasiconformal mapping onto the complex plane, the problem we were concerned with in Section 6, since the uniformizing meromorphic function can be easily written in an explicit form (see the exercise after Theorem 6.1). Le-Van-Thiem [LeV49],[LeV50] solved the inverse problem under the following restrictions: 1) The number of deficient and index values is finite; 2) The deficiencies and indexes are rational numbers; 3) If \( \varepsilon(a) > 0 \), then \( \delta(a) + \varepsilon(a) < 1 \). In the case when \( \sum_a \delta(a) = 0 \) Le-Van-Thiem solved the problem using elliptic functions; in the case \( \sum_a \delta(a) > 0 \) he used Riemann surfaces with finitely many periodic ends and characteristic \( \chi = 1 \). K. Pöschl [PöS51] noticed that if drop the restriction \( \chi = 1 \), then, with the help of Riemann surfaces with finitely many periodic ends, the inverse problem can be solved, at best (for \( 0 < \sum_a \delta(a) < 2 \)), if the deficiencies and indexes belong to a very narrow subclass of the set of algebraic numbers.

\(^{19}\) Weitsman [A157] proved the convergence for \( \alpha = 1/3 \).
Le-Van-Thiem [LeV49], [LeV50] introduced the notion of a conjunction of surfaces with periodic ends and obtained the formulas (7.23)–(7.27) for them. However, he did not take into consideration the conditions under which conjunction is possible and the conditions under which the formulas (7.25)–(7.27) are valid, for this reason some parts of his argument are not convincing. The idea to use the calculus of diagrams (see Section 8) is also due to Le-Van-Thiem.

It was conjectured that, if in Theorem 5.1 we restrict our attention to functions of finite order, then the requirements of rationality of deficiencies and of the finiteness of the number of deficient values become necessary. For entire functions this conjecture has been proved (A. Pfluger [Pfl46]).

In connection with Theorem 8.3 we note that the first example of a meromorphic function with infinitely many index values was constructed by G. af Hällström [Häl52], but in his construction severe restrictions were imposed both on the location of index values and on the values of indexes. G. af Hällström [Häl41] also found the first example of a function with $\varepsilon(a) = 1$ (see, also, H. Wittich [Wit68, Chapter VIII, §5]).

The class of Riemann surfaces with almost periodic ends is, as it was mentioned, a generalization of a class of Riemann surfaces with periodic ends. The class of Riemann surfaces with periodic ends was generalized also in other directions. We mention in this connection the papers of F. Huckemann [Huc56b], A.A. Goldberg [Gol59b], H.P. Künzi and H. Wittich [KW59], where the reader can find further references.

---

20This is proved in [A44].
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A survey of some results after 1970 (by A. Eremenko and J. K. Langley)

The literature on meromorphic functions is very large. There is a comprehensive survey [62] that contains everything that was reviewed on the topic in the Soviet “Referativnyi Zhurnal” in 1953–1970, and a later large survey [67]. More recent surveys [30], [80] and [48] are shorter and have narrower scope.

Some books on specific topics in the theory of meromorphic functions published after 1970 are [18], [20], [79], [100], [136], [133], [137], [162]. A survey of the fast developing subject of iteration of meromorphic functions is [7].

Here we give a short survey of some results which are closely related to the problems considered in this book. Thus we do not include many important topics, like geometric theory of meromorphic functions, iteration, composition, differential and functional equations, normal families, Borel and Julia directions, uniqueness theorems, and most regrettably, holomorphic curves and quasiregular mappings.

Chapter II.

Mokhon’ko [121] proved the following generalization of (6.29), Ch. I. Let \( R(w, z) \) be a rational function of \( w \) whose coefficients are meromorphic functions \( h(z) \) satisfying \( T(r, h) = O(\phi(r)) \), where \( \phi \) is a fixed positive increasing function on \([0, \infty)\). Then for every meromorphic function \( f \) we have

\[
T(r, R(f(z), z)) = \deg_w RT(r, f) + O(\phi(r)).
\]

This is a purely algebraic result; its proof uses only properties (6.5), (6.6), (6.8′) and the property \( T(r, f^2) = 2T(r, f) \).

Another result in the same direction is due to Eremenko [39]. Let \( F(u, v, z) \) be a polynomial in \( u \) and \( v \) whose coefficients are meromorphic functions \( h \) of \( z \) satisfying \( T(r, h) = O(\phi(r)) \), where \( \phi \) is a function as above, and assume that \( F \) is irreducible over the algebraic closure of the field of meromorphic functions. If \( f \) and \( g \) are meromorphic functions satisfying

\[
F(f(z), g(z), z) \equiv 0, \tag{0.60}
\]

then

\[
\deg_u FT(r, f) = (\deg_v F + o(1))T(r, g) + O(\phi(r)).
\]

Both theorems have applications in the analytic theory of differential equations.

Vojta [153] noticed a formal analogy between the definition of the Nevanlinna characteristic and the definition of height in number theory. This analogy extends quite far, and it has been a source of many interesting results and conjectures in the recent years. For example, under Vojta’s analogy, Jensen’s formula corresponds

---

1If the domain is not specified explicitly, we mean meromorphic functions in \( \mathbb{C} \).
to the fundamental theorem of arithmetic, while the second main theorem without
the ramification term corresponds to the Thue–Siegel–Roth theorem on Diophantine
approximation. The full second main Theorem corresponds to the famous unproved
conjecture in number theory which is known as the “abc-conjecture”. The analogy
extends to the multi-dimensional generalizations of Nevanlinna theory, where it
has been especially fruitful [136, 101]. As an example of the influence of Vojta’s
analogy on the one-dimensional value distribution theory, we mention the recent
precise results on the error term in the second main theorem (see comments to
Chapter III).

Analogies between function theory and number theory were noticed before Vo-
jtta. Osgood was the first to view the second main theorem as an analogue of the
Thue–Siegel Roth theorem [128, 129, 130]. See also [69, 77].

Formula (2.6), Ch. I is the basis of the so-called “Fourier method” in the theory
of entire and meromorphic functions, which was developed in the work of Rubel
[137], Taylor, Miles and others. The Fourier method is considered as a substitute
for the Weierstrass representation, which is more effective in certain cases. One of
the main results achieved with this technique is the theorem of Miles [114] on the
quotient representation of meromorphic functions: Every meromorphic function f
can be written as \( f = \frac{g_1}{g_0} \), where \( g_j \) are entire functions, possibly with common
zeros, satisfying

\[
T(r, g_j) \leq AT(Br, f), \quad j = 0, 1,
\]

where \( A \) and \( B \) are absolute constants (independent of \( f \)). Moreover, for every
\( B > 1 \) there exists \( A \) such that the above statement holds for every \( f \). Simple
examples show that one cannot in general take \( B = 1 \). This result was improved
by Khabibullin [97]: Let \( f \) be a meromorphic function and \( \epsilon > 0 \) a non-increasing
convex function on \([0, \infty)\). Then there exists a representation \( f = \frac{g_1}{g_0} \) such that
\( g_j \) are entire functions, and

\[
\ln(|g_1(z)| + |g_0(z)|) \leq \frac{A_\epsilon}{\epsilon(|z|)} T((1 + \epsilon(|z|))|z|, f) + B_\epsilon.
\]

Khabibullin also extended Miles’s theorem to meromorphic functions in \( \mathbb{C}^n \). A
survey of his results is [98].

The Fourier method is also one of the main tools for the study of functions
which satisfy various restrictions on the arguments of \( \alpha \)-points (see comments to
Chapter VI). A recent book on the Fourier method is [99].

Chapter II.

Various properties of increasing functions on \([0, \infty)\) play an important role in
the theory of meromorphic functions. By 1970 it became clear that the lower order
\( \lambda \) is at least as important as the order \( \rho \). The main development since 1970 was
“localizing” the notion of order.

Let \( \Phi \) be an unbounded increasing function. A sequence \( r_k \to \infty \) is called a
sequence of Pólya peaks (of the first kind) of order \( \mu \) if the inequalities

\[
\Phi(rr_k) \leq (1 + \epsilon_k)r^\mu \Phi(r_k), \quad \epsilon_k < r < \epsilon_k^{-1}
\]

hold with some \( \epsilon_k \to 0 \). Pólya peaks were formally introduced by Edrei [33], though
they were used by Edrei and Fuchs already in 1963. Pólya peaks of order \( \mu \) exist for
all \( \mu \) in certain interval \([\lambda^*, \rho^*] \), which contains the interval \([\lambda, \rho] \). The endpoints
\( \lambda^* \) and \( \rho^* \) of this interval are called the order and lower order in the sense of Pólya, respectively. The following formulas were given in [31]:

\[
\rho^* = \sup \{ p : \limsup_{x,A \rightarrow \infty} g(Ax)/A^pg(x) = \infty \}
\]

and

\[
\lambda^* = \inf \{ p : \liminf_{x,A \rightarrow \infty} g(Ax)/A^pg(x) = 0 \}.
\]

Most contemporary results on functions of finite lower order use Pólya peaks.

Chapter III.

Milloux’ inequality (Ch. III, Theorem 2.4) has led to a rich vein of results developing the value distribution properties of meromorphic functions and their derivatives, in which a decisive role has been played by the paper [71] of Hayman.

Perhaps the most striking of the many results from [71] is Hayman’s alternative (Ch. III, Theorem 2.6): if a function \( f \) meromorphic in the plane omits a finite value \( a \), and its \( k \)th derivative \( f^{(k)} \), for some \( k \geq 1 \), omits a finite non-zero value \( b \), then \( f \) is constant. Two principal questions arising in connection with Hayman’s alternative are: (i) whether a version of Hayman’s main inequality (Ch. III, (2.23)) holds with \( N(r,1/(f-a)) \) replaced by \( N(r,1/(f-a)) \); (ii) whether \( f^{(k)} \) can be replaced by a more general term, such as a linear differential polynomial

\[
F = L[f] = f^{(k)} + a_{k-1}f^{(k-1)} + \ldots + a_0f,
\]

with suitable coefficients \( a_j \) of small growth compared to \( f \). A positive answer to (i) was given by Chen [17]. Question (ii) was answered affirmatively in [102], although there do exist exceptional functions \( f \), which may be determined from the \( a_j \), for which \( f \) and \( F-1 \) have no zeros. A unified approach to the questions from [17, 102] may be found in [14]. It was shown further in [19, 82] that if \( P \) is a non-constant differential polynomial in \( f \), all of whose terms have degree at least 2 in \( f \) and its derivatives, then a version of Hayman’s inequality holds with \( f^{(k)} \) replaced by \( P \), and with \( N \) counting functions.

Question (i) is related to the issue of whether \( f-a \) and \( f^{(k)}-b \) \( (k \geq 1, b \neq 0) \) can both fail to have simple zeros, in analogy with the sharp result that a nonconstant meromorphic function cannot be completely branched over five distinct values. It has recently been shown [127] using normal family methods that if \( f \) is transcendental and meromorphic in the plane with only multiple zeros then \( f' \) takes every finite non-zero value infinitely often (see also [14, 155]).

The obvious example \( f(z) = e^z \) shows that a transcendental entire function \( f \) may have the property that \( f \) and all its derivatives omit 0: thus the condition \( b \neq 0 \) is necessary in Hayman’s alternative. However, Hayman showed in [71] (see Ch. III, Theorem 2.7) that if \( f \) is an entire function such that \( ff'' \) has no zeros then \( f(z) = \exp(Az+B) \) with \( A,B \) constants: this follows from applying (Ch. III, Theorem 2.6) to \( f/f' \). Clunie [21] established the corresponding result with \( f'' \) replaced by a higher derivative \( f^{(k)} \), which on combination with Hayman’s theorem on \( ff'' \) significantly improved earlier results of Pólya and others on the zeros of entire functions and their derivatives [24, 134, 139, 140]. The Tumura-Clunie method, as developed in [21], shows that if \( \Psi_k[g] \) is a differential polynomial of form \( \Psi_k[g] = g^k + P_{k-1}[g] \), where \( P_{k-1}[g] \) is a polynomial in \( g \) and its derivatives of total degree at most \( k-1 \), and with coefficients of small growth compared to
the form $\Psi^k_{A,B}$ is the question of whether $C_k$ result holds for Langley $[103]$. Closely linked to Milloux’ inequality and Hayman’s alternative is the question of whether $G = f^n f'$ must take every finite non-zero value, when $f$ is non-constant meromorphic and $n \in \mathbb{N}$, the connection being that $(n + 1) G$ is the derivative of $f^{n+1}$, which has only multiple zeros and poles. Hayman proved in $[71]$ that this is the case for $n \geq 2$ and $f$ entire, and for $n \geq 3$ when $f$ has poles. Following incremental results by a number of authors $[22, 81, 124]$, the definitive theorem in this direction was proved in $[11]$: if $f$ is a transcendental meromorphic function in the plane and $m > k \geq 1$ then $(f^m)^{(k)}$ has infinitely many zeros. Here the result is proved first for finite order, and the infinite order case is then deduced by applying a renormalisation method from normal families $[131, 132, 163]$. The closely related question of whether $f' + f^n$ may omit a finite value, which in turn is related to the Tumura-Clunie method, is resolved in $[11, 71, 124, 145]$. A more recent conjecture $[156]$ asserts that if $f$ is a transcendental meromorphic function then $f f^{(k)}$ takes every finite, non-zero value infinitely often: this is known to be true for $k = 1$ $[11]$, and for $k = 2$ and $f$ entire $[107]$.

A further development from $[71]$ leads to two conjectures which remain open. Hayman observed in $[71]$ that since the derivative $f'$ of a transcendental meromorphic function $f$ has only multiple poles, it follows that $f'$ has at most one finite Picard value. It was subsequently conjectured by Mues $[122]$ that the Nevanlinna deficiencies of $f^{(m)}$ satisfy, for $m \geq 1$,

$$
\sum_{a \in \mathbb{C}} \delta(a, f^{(m)}) \leq 1.
$$

This was proved by Mues $[122]$ for $m \geq 2$, provided all poles of $f$ are simple. In the general case the best known upper bound for the sum in (0.62) appears to be $4/3$ $[84, 161]$.

The Mues conjecture (0.62) would follow from a positive resolution of the Gol’dberg conjecture that, for a transcendental meromorphic function $f$ and $k \geq 2$,

$$
\overline{N}(r, f) \leq N(r, 1/f^{(k)}) + o(T(r, f))
$$

as $r \to \infty$, possibly outside an exceptional set. This is in turn linked to a classical result of Pólya $[134]$ that if $f$ has at least two distinct poles then $f^{(k)}$ has at least one zero, for all sufficiently large $k$. When $f$ has poles of multiplicity at most $k - 1$ the inequality (0.63) follows from a lemma of Frank and Weissenborn $[55]$ (see also $[154]$), so that in particular if $f$ has only simple poles then (0.62) is true for every positive $m$. A related inequality was proved in $[53, 148]$: if $F = L[f]$ as in (0.61),
where the $a_j$ are small functions compared to $f$, then either

$$N(r, F) \leq N(r, 1/F) + 2N(r, f) + o(T(r, f))$$

outside a set of finite measure or $f$ is a rational function in solutions of the homogeneous equation $L[u] = 0$. This method is connected to Steinmetz’ proof [146] of the second main theorem for small functions discussed below. No further results in the direction of (0.63) appear to be known, although it was proved by Langley in [106] that if $f$ is meromorphic of finite order in the plane and $f^{(k)}$ has finitely many zeros, for some $k \geq 2$, then $f$ has finitely many poles.

Examples abound of meromorphic functions with infinitely many poles such that the first derivative has no zeros, but it was proved in [50] (see also [11]) that if $f$ is transcendental and meromorphic with $\limsup_{r \to \infty} T(r, f)/r = 0$ then $f'$ has infinitely many zeros: the corresponding result with $\limsup$ replaced by $\liminf$ may be found in [83].

We remark that the above results have all been stated for functions meromorphic in the plane. Those which are proved only using properties of the Nevanlinna characteristic admit in some cases generalisation to functions of sufficiently rapid growth in a disk [71] or a half-plane [110]. Some related results for functions of slower growth in the disc appear in [142, 144].

An old conjecture of Nevanlinna was that one can replace constants $a_k$ in the second main theorem by meromorphic functions $a_k(z)$ with the property $T(r, a_k) = o(T(r, f))$. Such functions $a_k$ are usually called “small targets”. For the case of an entire function $f$ such a generalization was obtained by Chiang Chi Tai in 1964. Much later, the second main theorem without the ramification term, was proved for meromorphic functions by Osgood, who used methods from number theory [128, 129, 130]. A substantial simplification of Osgood’s proof was made by Steinmetz [146], who also used a beautiful idea of Frank and Weissenborn [55]. Osgood and Steinmetz proved that

$$\sum_{k=1}^{q} N(r, (f - a_k)^{-1}) \geq (q - 2 + o(1))T(r, f),$$

outside of the usual exceptional set. The proof in [146] is simple and elegant; and uses only manipulations with Wronski determinants and the classical lemma on the logarithmic derivative. This makes it suitable for generalizations to holomorphic curves [129, 130, 136]. However, this version of the second main theorem does not take ramification into account. Simple examples like $f(z) = e^z + z$ where $\delta(\infty, f) = \delta(z, f) = 1$ and $N_1(r, f) \sim T(r, f)$ show that one cannot include the term $N_1$. However, the following form of the second main theorem holds with small targets:

$$\sum_{k=1}^{q} \overline{N}(r, (f - a_k)^{-1}) \geq (q - 2 + o(1))T(r, f),$$

where $\overline{N}(r, (f - a_k)^{-1})$ is the usual function counting zeros of $f - a$ disregarding multiplicity. This result was recently obtained by Yamanoi [160]. In [159] he separately treats the case of rational functions $a_k$ when the proof is technically simpler. Yamanoi’s proof is very complicated, and it will be hard to generalize to holomorphic curves. Surprisingly, it uses Ahlfors’ theory of covering surfaces (and also algebraic geometry, moduli spaces of curves, and combinatorics). The idea to bring Ahlfors’ theory to this context has its origin in the work of Sauer [138] who
obtained a partial result for rational small targets. One application of Yamanoi’s
generalization of the second main theorem is the following. Suppose that $f$ and $g$ are
meromorphic functions in $\mathbb{C}$ satisfying a relation of the form (0.60). If the genus of
the curve $F(u, v) = 0$ is greater than 1, then $T(r, f) + T(r, g) = O(\phi(r))$. This was
conjectured by Eremenko in 1982, and the important special case that $\phi(r) = \ln r$, that is $F$
is a polynomial in all three variables, was proved by Zaidenberg in 1990.

Now we turn to the classic setting. The estimate in the lemma on the logarithmic
derivative was improved by Gol’dberg and Grinstein [66]:

$$m(r, f'/f) \leq \ln^+ T(\rho, f)(1 - (r/\rho))^{-1} + \text{const},$$

where the constant depends on $f$. Vojta’s analogy (see comments to Chapter I)
stimulated new interest in refined estimates for the logarithmic derivative, as well as
for the error term

$$S(r, f) = \sum_{j=1}^{q} m(r, a_j, f) + N_1(r, f) - 2T(r, f)$$
in the second main theorem. Miles [118] derived from Gol’dberg’s and Grinstein’s
estimate the following. Let $\psi$ be a continuous non-decreasing function such that

$$\int_{1}^{\infty} \frac{dt}{t \psi(t)} < \infty.$$ 

Then for every meromorphic function $f$ we have

$$m(r, f'/f) \leq \ln^+ \psi(T(r, f)) + O(1),$$
outside an exceptional set of finite logarithmic measure. The strongest results on
the error term $S(r, f)$ belong to Hinkkanen [85], for example:

$$S(r, f) \leq \ln^+ \psi(T(r, f)) + O(1),$$
outside an exceptional set of finite logarithmic measure, where $\phi$ is as before. If
one replaces $\psi$ by $t \psi(t)$, then both results will hold outside an exceptional set of
finite measure. All presently known results on the error terms in one-dimensional
Nevanlinna theory are collected in the book [18].

No analog of the second main theorem holds without an exceptional set of $r$’s.
This can be seen from the result of Hayman [72]: Let $\{E_k\}$ be closed sets of zero
logarithmic capacity, and $\phi$ and $\psi$ arbitrary unbounded increasing functions. Then
there exist an entire function $f$ and a sequence $r_k \to \infty$ such that $N(r_k, a, f) \leq
\phi(r_k) \ln r_k$ for all $a \in E_k$, while $T(r_k, f) > \psi(r_k)$.

Chapter IV.

The result of Hayman we just cited shows that the set $E_V(f)$ of Valiron exception-
valued, which always has zero capacity, can contain any $F_\sigma$ set of zero
capacity, but a complete description of possible sets $E_V(f)$ is not known.

For meromorphic functions $f$ of finite order, Hyllengren [96] obtained a very
precise description of the sets $E_V(f)$. Let us say that a set $E$ satisfies the $H$-
condition if there exists a sequence $(a_n)$ of complex numbers and $\eta > 0$ such that
every point of $E$ belongs to infinitely many discs $\{w : |w - a_n| < \exp(-\exp(\eta n))\}$.
For every meromorphic function $f$ of finite order, and every $x \in (0, 1)$, the set $E_V(x, f)$
of those $a \in \mathbb{C}$ for which $\Delta(a, f) > x$ satisfies the $H$-condition, and vice
versa, for every set $E$ satisfying the $H$-condition, there exist an entire function $f$
and a number $x \in (0,1)$ such that $\Delta(a, f) > x$, for all $a \in E$. Notice that the $H$-condition is much stronger than the condition of zero capacity.

The first example of an entire function of finite order whose deficiency depends on the choice of the origin was constructed by Miles [116]. The order of this function was very large. Then Gol’dberg, Eremenko and Sodin [65] constructed such examples with any given order greater than 5. (For entire functions of order less than $3/2$, deficiencies are independent of the choice of the origin.)

Chapter V.

Put $L(r, f) = \ln \frac{\mu(r, f)}{\ln M(r, f)}$, where $\mu(r, f) = \min\{|f(z)| : |z| = r\}$. Corollary 3 on p. 232 says that $\limsup_{r \to \infty} L(r, f) \geq -2$. Hayman [70] showed that the same holds with $-2$ replaced by $-2.19 \ln \rho$ when $\rho$ is large enough. For functions of infinite order, he proved $\limsup_{r \to \infty} L(r, f) \ln \ln \ln M(r, f) \geq -2.19$.

He also constructed examples of entire functions of large finite order for which $\limsup_{r \to \infty} L(r, f) < -1$. Then Fryntov [56], answering a question of Hayman, constructed entire functions of any given order $\rho > 1$ with the same property. Drasin [29] constructed entire functions of order one, maximal type, with the property $M(r, f) \mu(r, f) \to 0$. This may be contrasted with a remarkable theorem of Hayman [73] which says that if $f$ is an entire function of order one and normal type, and $M(r, f) \mu(r, f)$ is bounded, then $f(z) = c \exp(az)$ for some constants $c$ and $a$.

Thus for an entire function of order at least one, $\mu(r, f)$ can decrease at a higher rate than that of increase of $M(r, f)$. The situation changes dramatically if we consider the rate of decrease of $|f(z)|$ on an unbounded connected set. Hayman and Kjellberg [78] proved that for every entire function $f$ and every $K > 1$ all components of the set $\{z : \ln |f(z)| + K \ln M(|z|, f) < 0\}$ are bounded.

Theorem 1.3’ has been the subject of many deep generalizations. First we mention the famous “spread relation” of Baernstein [2] [4] conjectured by Edrei in [34]: If $f$ is a meromorphic function of lower order $\lambda$, then for every $\epsilon > 0$ there are arbitrary large values of $r$ such that the set of arguments $\theta$ where $|f(re^{i\theta})| > 1$ has measure at least

\begin{equation}
\min \left\{ \frac{4}{\lambda} \arcsin \sqrt{\frac{\delta(\infty, f)}{2}}, 2\pi \right\} - \epsilon.
\end{equation}

Similar sharp estimates of the measure of the set where

$$\ln |f(re^{i\theta})| > \alpha T(r, f)$$

were given in [1].

Fryntov, Rossi and Weitsman [57, 58] proved that under the assumptions of the spread conjecture, the set $\{f(re^{i\theta})| > 1$ must contain an arc of length (0.64). See also [3] for the sharp lower estimate of the length of the arcs in the set $\{\theta : \ln |f(re^{i\theta})| > \alpha \ln M(r, f)\}$.

Extremal functions for the spread relation and its generalizations were studied extensively, [5, 36, 37, 141].
The new methods introduced by Baernstein [2], [4] are based on the use of subharmonic functions, and especially, on a new type of maximal function, the so-called “star-function”, which turned out to be very useful in solving a wide variety of extremal problems of function theory. An account of Baernstein’s star function and its main applications is contained in the monograph [79].

One important application of the spread relation is the sharp estimate of the sum of deficiencies of a meromorphic function of lower order \( \lambda \leq 1 \) [35]. If a meromorphic function \( f \) of lower order \( \lambda \) has at least two deficient values, then

\[
\sum_{a_n \in C} \delta(a, f) \leq \begin{cases} 
1 - \cos \pi \lambda, & 0 < \lambda \leq 1/2 \\
2 - \sin \pi \lambda, & 1/2 < \lambda \leq 1.
\end{cases}
\]

The sharp estimate of the sum of deficiencies of a meromorphic function in terms of its order or lower order \( \lambda \) is still not established for \( \lambda > 1 \). The conjectured extremal functions are described in [32].

The results of §2 show that neither Nevanlinna nor Borel exceptional values need be asymptotic values. On the other hand, Picard exceptional values are asymptotic. A natural question arises, whether any condition of smallness of \( N(r, a, f) \) in comparison with \( T(r, f) \) will imply that \( a \) is an asymptotic value. The basic result belongs to the intersection of the papers [16], [74], and [38]. Let \( f \) be a meromorphic function of lower order \( \lambda \leq \infty \). If the order of \( N(r, a, f) \) is strictly less than \( \min\{1/2, \lambda\} \) then \( a \) is an asymptotic value. Example 3 on p. 249 shows that this condition is sharp, if only the lower order of \( f \) is taken into account. In [38], a weaker sufficient condition for \( a \) to be an asymptotic value is given, that uses both the order and lower order of \( f \). Hayman [74] gives the following refined condition: if

\[
T(r, f) - \frac{1}{2} r^{1/2} \int_{r}^{\infty} t^{-3/2} N(t, a, f) dt \to \infty,
\]

then \( a \) is an asymptotic value.

The problem on p. 285 of optimal estimation of \( \kappa(f) \) for functions of lower order greater than 1 is still open, even for entire functions. It has been solved only for entire functions with zeros on a ray [94].

The best estimates known at this time for entire and meromorphic functions with fixed \( \lambda > 1 \) are contained in [119, 120]. They are derived from the following sharp inequality which is obtained by the Fourier method:

\[
\limsup \frac{N(r, 0) + N(r, \infty)}{m_2(r, f)} \geq \sup_{\lambda^* \leq \lambda \leq \rho^*} \sqrt{2} \left| \frac{\sin \pi \lambda}{\pi \lambda} \right| \left\{ 1 + \frac{\sin 2\pi \lambda}{2\pi \lambda} \right\}^{-1/2},
\]

where \( m_2 \) is the \( L^2 \)-norm,

\[
m^2_2(r, f) = \frac{1}{2\pi} \int_{0}^{2\pi} (\ln |f(re^{i\theta})|)^2 d\theta,
\]

and \( \lambda^* \) and \( \rho^* \) are the order and lower order in the sense of Pólya, [31] (see also comments to Chapter II).

In 1929, F. Nevanlinna [126] found that meromorphic functions of finite order satisfying \( N_1(r, f) \equiv 0 \) have the following properties:

a) \( 2\rho \) is an integer, \( 2\rho \geq 2 \),

b) all deficient values are asymptotic, and
c) all deficiencies are rational numbers with denominators at most \(2\rho\), and their sum equals 2.

It was natural to conjecture that one of the conditions

\[(0.65) \quad N_1(r, f) = o(T(r, f)),\]

or

\[(0.66) \quad \sum_{a \in \mathbb{C}} \delta(a, f) = 2\]

implies the properties a), b) and c). Notice, that by the second main theorem, (0.66) implies (0.65) for functions of finite order.

It turns out that a strong form of this conjecture holds:

**Small Ramification Theorem.** If \(f\) is a meromorphic function of finite lower order with the property (0.65) then a), b) and c) hold, and:

\[(0.67) \quad T(r, f) = r^\rho \ell(r),\]

where \(\ell\) is a slowly varying function in the sense of Karamata.\(^2\)

As a corollary we obtain that conditions (0.65) and (0.66) for functions of finite lower order are equivalent.

This result has a long history which begins with theorems of Pfluger and Edrei and Fuchs establishing the case of entire functions (see Corollary 2 on p. 315). Weitsman [158] proved that (0.66) implies that the number of deficient values is at most \(2\rho\). Then Drasin [27], [28] proved that for functions of finite order (0.66) implies a), b) and c) and the regularity condition (0.67). Eremenko proposed a new potential-theoretic method (see, for example, [48]) which finally led to a proof of a simpler proof of Drasin’s theorem. The small ramification theorem in its present form stated above is proved in [44].

These results show that besides the defect relation, there is an additional restriction on defects of functions of finite order: (0.66) implies that the number of deficient values is finite and all defects are rational.

There are other restrictions as well. Weitsman’s theorem [157] says that for functions \(f\) of finite lower order

\[(0.68) \quad \sum_{a \in \mathbb{C}} \delta(a, f)^{1/3} < \infty.\]

The story of this theorem is described in Comments to Chapter VII (see p. 576). Weitsman’s proof can actually be modified to produce an upper bound depending only on the lower order of \(f\).

The second restriction concerns functions of finite order having a defect equal to 1. Lewis and Wu proved that such functions satisfy

\[\sum_{a \in \mathbb{C}} \delta(a, f)^{1/3-\alpha} < \infty,\]

with some absolute constant \(\alpha > 0\). Their proof gives \(\alpha = 2^{-264}\), which is far from what is expected. (Lewis and Wu state their result for entire functions but their proof applies to all functions with \(\delta(a, f) = 1\) for some \(a\).)

\(^2\)That is \(\ell(cr)/\ell(r) \rightarrow 1\), as \(r \rightarrow \infty\), uniformly with respect to \(c \in [1, 2]\).
Examples of entire functions of finite order with the property $\delta(a_n, f) \geq c^n$ for some $c \in (0, 1)$ are constructed in [45], but a large gap remains between these examples and the result of Lewis and Wu.

Recent research on value distribution meromorphic functions of the form

$$\sum \frac{c_k}{z - z_k}, \sum \left| \frac{c_k}{z_k} \right| < \infty$$

was mainly concentrated on the functions with $c_k > 0$. Such functions are (complex conjugate to) gradients of subharmonic functions of genus zero with discrete mass. The main conjecture is that every function of the form (0.69) has zeros. This was proved in [50] under the additional assumption that $\inf c_k > 0$.

Chapter VI

Entire functions whose zeros lie on (or are close to) finitely many rays were intensively studied. Under certain conditions, one can estimate $\delta(0, f)$ from below, as in Corollary 4 on p. 350. The strongest results in this direction belong to Hellerstein and Shea [91] and Miles [115]. One of the results of [91] says that $\delta(0, f) > B_q(\theta_1, ..., \theta_n)$ for all entire functions of genus $q$ with zeros on the rays $\arg z \in \{\theta_1, ..., \theta_q\}$, and $B_q \to 1$ when $q \to \infty$ while the rays remain fixed. In the case of one ray, they obtained $B_q(\theta) = 1 - (\pi^2 e^{-1} + o(1))/\ln q$, $q \to \infty$.

For entire functions of infinite order with zeros on a ray, Miles [115] proved that $N(r, 0, f)/T(r, f) \to 0$ as $r \to \infty$ avoiding an exceptional set of zero logarithmic density. However, it may happen that $\delta(0, f) = 0$ for such functions, as Miles shows by an example constructed in the same paper.

Hellerstein and Shea [91] also considered meromorphic functions of finite order whose zeros \{z_n\} and poles \{w_n\} lie in opposite sectors $|\arg z_n| \leq \eta$ and $|\arg w_n - \pi| \leq \eta$, where $0 \leq \eta < \pi/6$. For such functions, they obtained a sharp estimate of $\kappa(f)$ (definition on p. 285) from above.

For entire functions with zeros on finitely many rays, there are relations between the order and lower order (see p. 344). There relations were further investigated in [117, 60] and [135].

Miles [117] considers the class of meromorphic functions $f$ whose zeros belong to a finite union of rays $X$ and poles belong to a finite union of rays $Y$, where $X \cap Y = \emptyset$, and such that the exponent of convergence of the union of zeros and poles is a given number $q$. He then produces a non-negative integer $p = p(q, X, Y)$ such that

$$\lim_{r \to \infty} \frac{T(r, f)}{r^p} = \infty \quad \text{if} \quad p > 0 \quad \text{and} \quad \lim_{r \to \infty} \frac{T(r, f)}{\ln r} = \infty \quad \text{if} \quad p = 0,$$

and these growth estimates are sharp in the considered class. The integer $p$ depends in a subtle way on the arithmetical properties of the arguments of the rays $X$ and $Y$, and this integer is in general hard to compute or estimate.

Gleizer [60] considers entire functions with zeros on $n$ rays. If $n = 1$ or $n = 2$, we have $\rho \leq |\lambda| + n$, where $|\ |$ is the integer part. This follows from Theorem 1.1, Chapter VI. However, if $n = 3$, then the difference $\rho - \lambda$ can be arbitrarily large. In this case, Gleizer proved that $[\rho] \leq 3([\lambda] + 1)$. For arbitrary $n$, Qiao [135] proved that $\rho \leq 4^{n-1}([\lambda] + 1)$. 
In [59, 61], Gleizer extended Theorem 4.1 by taking into account not only the order but the lower order in the sense of Pólya. He used Baernstein’s star-function.

There has been remarkable progress in the problems considered in §5. The conjecture of Pólya and Wiman stated on p. 417 was proved by Hellerstein and Williamson [92, 93]. If \( f \) is a real entire function such that all zeros of \( ff'f'' \) are real then \( f \) belongs to the Laguerre–Pólya class. In [95] the same authors with Shen classified all entire functions (not necessarily real) with the property that \( ff'f'' \) has only real zeros. The classification of meromorphic functions with the property that all their derivatives have only real zeros was achieved by Hinkkanen [86, 87, 88, 89, 90].

Sheil-Small [143] proved a conjecture of Wiman (1911), that every real entire function of finite order with the property that \( ff'' \) has only real zeros belongs to the Laguerre–Pólya class. Bergweiler, Eremenko and Langley [13] extended Sheil-Small’s result to functions of infinite order. Then Langley [109] extended this result to the derivatives of higher orders: If \( f \) is a real entire function of infinite order, with finitely many non-real zeros, then \( f^{(k)} \) has infinitely many non-real zeros for every \( k \geq 2 \).

For real entire functions of finite order with finitely many non-real zeros, that do not belong to the Laguerre–Pólya class, Bergweiler and Eremenko [12] proved that the number of non-real zeros of \( f^{(k)} \) tends to infinity as \( k \to \infty \). Together with Langley’s result, this confirms another conjecture of Pólya (1943).

Chapter VII

The inverse problem (as stated on p. 487) was completely solved by Drasin [25]. A simplified proof is given in [26]. The general idea is the same as in Chapter VII: quasiconformal surgery and a version of the theorem of Belinskii and Teichmüller are involved. However, unlike in Chapter VII, Drasin does not construct the Riemann surface spread over the sphere explicitly but uses a more flexible technique.

Theorem 8.1 in Chapter VII actually gives a complete solution of the inverse problem for finitely many deficient values in the class of meromorphic functions of finite order. (This was not known in 1970 when the book was written. That condition 3 of this Theorem 8.1 is necessary follows from the small ramification theorem above).

On the narrow inverse problem in the class of meromorphic functions of finite order with infinitely many deficiencies, there is the following result [42]:

Let \( \{a\} \) be an arbitrary infinite countable subset of \( \overline{C} \), and \( \{\delta_n\} \) positive numbers satisfying the following conditions:

\( (i) \ \delta_n < 1, \)
\( (ii) \ \sum_n \delta_n < 2, \) and
\( (iii) \ \sum_n \delta_n^{1/3} < \infty. \)

Then there exists a meromorphic function \( f \) of (large) finite order such that \( \delta(a_n, f) = \delta_n \), and \( f \) has no other deficient values.

The order of this function depends on the quantities in the right hand sides of (i), (ii) and (iii).
Conditions (ii) and (iii) are necessary because of the small ramification theorem, and Weitsman’s theorem (see comments to Chapter V above). Condition (i) cannot be removed because of the Lewis and Wu theorem stated above, but it is not known what the precise condition on $\delta_n$ is, if $\delta_1 = 1$.

The class of meromorphic functions with finitely many critical and asymptotic values which was used in Chapter VII to investigate the inverse problem is interesting independently of this application. Let us call this class $S$. The first general result on functions of this class belongs to Teichmüller [149], who proved that the second main theorem becomes an asymptotic equality for functions of this class:

$$\sum_{j=1}^{q} m(r, a_j, f) + N_1(r, f) = 2T(r, f) + Q(r, f),$$

where $a_j$ are all critical and asymptotic values.

Langley [108] found that the growth of a function $f \in S$ cannot be arbitrary:

$$c(f) := \liminf_{r \to \infty} \frac{T(r, f)}{\ln^2 r} > 0.$$  

This constant $c(f)$ can be arbitrarily small, but in the case that $f$ has only three critical and asymptotic values, we have [49] $c(f) \geq \sqrt{3}/(2\pi)$ and this is best possible. On the other hand, there are no restrictions from above on the growth of functions of class $S$ [113].

Class $S$ plays an important role in holomorphic dynamics (iteration of entire and meromorphic functions), see, for example, the survey [7]. In [23] an application of almost periodic ends is given. In [32] the method of Chapter VII is extended to a new class of Riemann surfaces which the authors call “Lindelöfian ends”. The corresponding functions have infinitely many critical values and thus do not belong to the class $S$.

Appendix.

Govorov’s original proof of the Paley conjecture was a byproduct of his research on the Riemann Boundary problem with infinite index [68]. His theorem was generalized to meromorphic functions by Petrenko, to subharmonic functions in $\mathbb{R}^n$ by Dahlberg, and to entire functions of several complex variables by Khabubullin, see his survey [98].

Petrenko introduced the following quantity which he called the “deviation of $f$ from the point $a$”:

$$\beta(a, f) = \liminf_{r \to \infty} \frac{\ln^+ |M(r, (f - a)^{-1})|}{T(r, f)}.$$  

This differs from the defect in one respect: the uniform norm of $\ln^+ |f(re^{i\theta}) - a|^{-1}$ stands in the numerator instead of the $L^1$ norm. Petrenko’s generalization of Govorov’s theorem proved in the Appendix can be restated as:

$$\beta(a, f) \leq \pi \lambda$$

for all meromorphic functions of lower order $\lambda$ and all $a \in \mathbb{C}$. This was the starting point of a study of deviations $\beta(a, f)$ by Petrenko and others. The results obtained before 1978 are summarized in his book [133]. The main difference between the theory of deviations and the theory of defects is the absence of a first main theorem: there is no simple relation between $\beta(a, f)$ and solutions of the equation $f(z) = a$. 


We only present a sample of the results. By analogy with defects, one can expect that the set of exceptional values in the sense of Petrenko

\[ P(f) := \{ a \in \mathbb{C} : \beta(a, f) > 0 \} \]

is small. This is indeed the case: for every meromorphic function \( f \), the set \( P(f) \) has zero logarithmic capacity; for functions of finite lower order it is at most countable (but may have the power of continuum for functions of infinite lower order).

The following analog of the Defect relation for functions of finite lower order was established by Marchenko and Shcherba [112]:

\[ \sum_{a \in \mathbb{C}} \beta(a, f) \leq \left\{ \begin{array}{ll}
  2 \pi \lambda, & \lambda \geq 1/2, \\
  \pi \lambda \csc \pi \lambda, & \lambda < 1/2.
\end{array} \right. \]

Moreover, an analog of Weitsman’s theorem (see comments to Chapter V) holds: for functions \( f \) of finite lower order we have

\[ \sum_{a \in \mathbb{C}} \beta(a, f)^{1/2} < \infty, \]

and the exponent 1/2 is best possible. A version Baernstein’s spread relation also holds with deviations instead of deficiencies [133]. It is worth mentioning here that, according to Baernstein [4], the idea of introducing the star function that led to the proof of the spread relation occurred under the influence of Petrenko’s proof of (0.71).

The inverse problem for deviations turned out to be simpler than the inverse problem for deficiencies. A complete solution for functions of finite order is given in [42]: For every at most countable set \( \{ a_n \} \) of points and every sequence of positive numbers \( \beta_n \) satisfying the condition \( \sum \beta_n^{1/2} < \infty \), there exists a meromorphic function \( f \) of finite order such that \( \beta(a_n, f) = \beta_n \) and \( \beta(a, f) = 0 \) for \( a \notin \{ a_n \} \).

In general, there is no relation between the sets \( E_N(f) \) and \( P(f) \): for every pair \( (A, B) \) of at most countable subsets of \( \mathbb{C} \), there exists a meromorphic function \( f \) of any given non-zero order such that \( E_N(f) = A \) and \( P(f) = B \) [64, 65]. On the other hand, if \( T(2r, f) = O(T(r, f)) \) then \( P(f) = E_V(f) \) [41].

Bergweiler and Bock [10] found an analog of (0.71) for functions of infinite lower order. The idea was to replace \( T(r, f) \) in the denominator of (0.70) by \( A(r, f) \). Notice that if one uses the Ahlfors definition of \( T(r, f) \) then \( A(r, f) = dT(r, f)/d\ln r \), for example, if \( T(r, f) = r^\lambda \) then \( A(r, f) = \lambda T(r, f) \). Bergweiler and Bock proved that for every meromorphic function \( f \) of order at least 1/2 and every \( a \in \mathbb{C} \) we have

\[ b(a, f) := \liminf_{r \to \infty} \frac{\ln M(r, (f - a)^{-1})}{A(r, f)} \leq \pi, \]

and then Eremenko [46] established the following analog of the Defect Relation:

\[ \sum_{a \in \mathbb{C}} b(a, f) \leq \left\{ \begin{array}{ll}
  2\pi, & \lambda > 1/2, \\
  2\pi \sin \pi \lambda, & \lambda \leq 1/2.
\end{array} \right. \]

assuming that there are at least two values \( a \) with \( b(a, f) > 0 \). It follows that for every meromorphic function the set \( \{ a \in \mathbb{C} : b(a, f) > 0 \} \) is at most countable.

Even Drasin’s theorem on the extremal functions for the defect relation (see Comments to Chapter V) has its analog for \( b(a, f) \) [47]:
If $f$ is of finite lower order and
\[ \sum_{a \in \mathbb{C}} b(a, f) = 2\pi \]
then the following limit exists
\[ \lim_{r \to \infty} \frac{\ln T(r, f)}{\ln r} = \frac{n}{2}, \]
where $n$ is an integer, and $b(a, f) = \pi/n$ or $0$ for every $a \in \mathbb{C}$. 
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